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Abstract— Spectrum sensing is one of the most challenging spectrum without knowing the properties of the primary sser
problems in cognitive radio systems. The spectrum of intest |n this paper, the priory information about the transmission
needs to be characterized and unused frequencies should beproperties of possible primary users, such as transmission

identified for possible exploitation. This process, howevgshould bandwidth d ter f . d to d |
be computationally simple and fast in order to catch up with he anawidins and center frequencies, are used to develop a

Changing transmission parametersl This paper proposes amng partlal match'f"tenngmethod. In this method, the parameters
method for identifying the unused spectrum for opportunisic estimated from the received signal are matched to the dessib
transmission by estimating the RF transmission parametersof transmission parameters for achieving a more robust and
primary users. The primary users are identified by matching the reliable sensing. This paper consists of two parts. In tr fir

a priory information about their transmission characteristics to t t th d t - lqorith
the features extracted from the received signal. The applation part, we presen € proposed spectrum sensing aigorithm

of the proposed sensing method to WiMAX mobile stations for for identifying the transmission opportunities by detegtthe
finding the active channels during initial network entry is also presence of primary users in a given frequency band. In the

discussed as a case study. second part, we apply the algorithm developed in the firgt par
I ndex Terms_(:ognitive radio, spectrum Sensing, partia| to downlink channel detection prOblem for WiIMAX mobile
match filtering, bandwidth detection, WiMAX. stations (MSs) performing initial network entry. It is show

that the two problems are identical and the same method can
be used for solving these problems.
This paper is organized as following. The spectrum sensing
Cognitive radio is a new concept in wireless communicatigsroblem is discussed in Section I, and proposed sensing
which aims to have more adaptive and aware communicatigigorithm is presented in Section Ill. We discuss the appli-
devices which can make better use of available natural kgation to WiMAX in Section IV and present numerical results
sources,.e. the spectrum [1]. The two challenging tasks ifn Section V. Finally, the concluding remarks are given in
cognitive radio are sensing the environment, and procgss®ection VI.
and making decisions based on the spectrum knowledge.
Cognitive radios can be used as a secondary system on top I
of current allocation of users which are called primary (or '
licensed) users. In this case secondary (cognitive) ussed n  Although spectrum sensing is usually understood as measur-
to detect the unused spectrum in order to be able to exploitiiig the spectral content of the environment, it is a more gene
One method proposed in the literature for exploiting thierm. In order to be able to realize a fully cognitive radloe t
unused spectrum is spectrum pooling [2]. In this method, tlsegnitive devices should be aware of not only spectral ctnte
frequency band is measured and unused part of the specthurhalso temporal and spatial contents of the environmextt th
is utilized by transmitting OFDM signals whose subcarrietthey are operating in.
are nulled at the used subcarrier positions. The subcsirrierMatched filtering is the optimum method for detection
where primary users transmit are set to zero in order ¢ primary users. However, matched filtering requires the
prevent interference. For reducing the leakage (so-cafled cognitive user/radio to demodulate the received signat@én
tual interference), time domain windowing and nulling theequires perfect knowledge of the primary users signalazg f
neighboring subcarriers can be used [2], [3]. Another systeures. Moreover, since the cognitive radio will need reesv
similar to the spectrum pooling method is given in [4]. Aftefor all signal types, it is practically difficult to impleméen
the measurements, the empty frequencies in the spectriBh The sensing might also be performed by correlating the
are determined. The OFDM(A) sub-carriers are grouped inteceived signal with a known copy of itself [6]. This method
sub-bands and only the sub-bands that fall into the unusednly applicable to systems with known signal pattern$isuc
spectrum are employed. as wireless metropolitan area network (WMAN) signals [7],
One important task for realizing cognitive devices is charaand it is termed as waveform-based sensing. Another method
terization of the spectrum, or spectrum sensing. The civgnitfor detection of primary user transmission is cyclostedity
radio devices should be able to identify the unused spectrdi@ature detection. This algorithm is proposed in [5], [8Hah
in a fast and efficient way. Conventional algorithms senge texploits the cyclostationarity features of the receiveghal
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which is caused by the periodicity in the signal or in ités based on FFT operation which is used to transform the time-
statistics (mean, autocorrelatiett). Instead of power spectral domain signal into frequency domain. In [10], the FFT output
density (PSD), cyclic correlation function is used for a@¢itey samples are used for deciding whether an FFT frequency
the signals present in the given spectrum. This method csemmple is occupied by a primary user or not. However, the
also differentiate the noise from the primary users whigbrimary users signal is usually spread over a group of FFT
is a result of the fact that noise is a wide-sense stationaytput samples as the bandwidth of primary user is expected
(WSS) signal with no correlation while modulated signaks ato be larger than the considered bandwidth divided by the
cyclostationary with spectral correlation due to the rethnty FFT sizé. Using this fact, the FFT output is filtered for noise
of signal periodicities [8]. In [9], multitaper spectrakiesation averaging in order to obtain a better performance,
is proposed. The proposed algorithm is shown to be anThe proposed algorithm is especially suitable for cogaitiv
approximation to maximum likelihood PSD estimator and fatevices using OFDM as their transmission technique, such as
wideband signals it is nearly optimal. Although the comfilex systems similar to [2], [4]. The availability of FFT circojt
of this method is less then the maximum likelihood estimatdn these systems eases the requirements on the hardware.
it is still large. Moreover, the computational requirements of the spectrum
Energy detector based approaches (also called radionretrgensing algorithm is reduced as the receiver already applie
periodogram) are the most common way of spectrum sensiRgT to the received signal in order to transform the received
because of their low computational complexity. Moreovegyt signal into frequency domain for data detection.
are more generic as the receiver does not need any knowledgehe block diagram of the proposed algorithm is shown in
on the primary users’ signal. The signal is detected by comp#&ig. 1. The signal that arrives to cognitive usgit) is first
ing the output of the energy detector with a threshold whidiitered with a band pass filter (BPF) to extract the signal in
depends on the noise floor. Some of the challenges inclutie frequencies of interest. This filter may be adjustablg an
the selection of a threshold for detecting primary users, tontrolled by a control unit in order to scan a wider range.
inability for differentiating the interference from theiprary The output of the filter is sampled at Nyquist rate aviepoint
users and from the noise, and poor performance under |®®T is applied to obtain the frequency domain samples. Each
SNR [6]. In this paper, energy detector based approachsismple might be modeled as
used as an intermediate step for obtaining features abeut th

transmissions in the frequencies of interest. These featur Y (k) = Wi(k) Ho, k=1,--- N (1)
then, will be used for determining the presence of primary S(k)+W(k) Ha, T
users.

where S(k) is the transmitted signal by primary users at
A. Detection of Primary Users the output of FFT,W (k) is the white noise sample &ith

One of the problems in spectrum sensing is the detecti gauency sample, anlf is the FFT sizeH, and?{, represent

of a primary user in the band (and time) considered. The € null hypothesis and alternate hypothesis respeciiiély

is a tradeoff between the false alarm rate and detection raf |_teb|n0|§(;>h 'S ’T‘Ode"gd. asvg Ijerf—jr\n/egn QGa_lIJ_;S'ar.] ra?dom
In [10], FFT is applied to the received signal and using ther1able with variancery, 1.€. (k) = N'(0,05). The signa

output of FFT, the receiver tries to detect the existence o gmis also modeled as a zero-mean Gaussian variable whose

X ) . . - 5
primary user in the band. More than one FFT output (averagiH rance 1s t?] flfnctllont ofdfregL(Jjent_:yt;_e. S(_Ilf% o J\./(?.’ Gk)’f
in time) is used. However, averaging in time increases t ereoy IS the ‘ocal standard deviafion. The variationag

delay or temporal overhead. For detection a likelihood fiemc across frequency depends on .the ch.aracteristi.cs of _primary
is used. In [11], the averaging size (number of FFTSs) is aathp USErs _slgnals_. The S|gnal—to-n_0|se ratio (SNR) IS defl_ne(_j as
in order to increase the efficiency in a cooperative sensitiy ratio of 5'9“";" pgwer to noise power during transmission
environment. LE. SNR(k) = o /0g.

The estimation of the traffic in a specific geographic area
can be done locally (by one cognitive radio only) or the inforA. Frequency Domain Filtering
mation from different cognitive radios can be combined [5],

[1.1]' [12]. _Cooperative sensin_g_ decreases the proba}hjlity compared with a threshold valuefor detection of presence
nM1|s-detect|ohns gnd th_e prqbablllty ﬁffslse a(ljlarmcsj cormaidy. OIof transmission at this frequency. In addition, the factt tha
oreover, the detection time might be reduced compare éosignal transmission will affect more than one frequency

local sensing. The signaling of detected information fro@ample can be used to improve the detection performance.

cognitive devices, however, is an issue for research [1B]. We achieve this by filtering the FFT output before applying

this r?ager, Wg focus S.n I(c)jcal_ shegfsf;ng. However, the devglop[ﬂe threshold detector. The optimum filter coefficients depe

method can pe com mfe Wg ar erint cooperzlmon SCNEM&S the statistics of primary user’s signal as well as theeois

among cognitive users for obtaining better results. power. In [14], minimum mean-square error (MMSE) filtering
l1l. DETAILS OF THE PROPOSEDALGORITHM is applied for estimating the noise plus interference réio

In this paper, we extend the algorithm proposed in [10] b())/rthogonal frequency division multiplexing (OFDM) system

explqiting the correlation of the power at neighboring freg- 1By using an analogy to OFDM systems, the primary users usaalier
cies in order to have a better detection. The proposed #igori more than just one subcarrier.

The magnitude square of FFT outpfit(k)|? might be
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Fig. 1. Block diagram of the proposed algorithm.

The MMSE filter coefficients are derived as a function odway and with more adjacent frequency samples tBgp,.

the statistics of interference. As an approximation to MMSHence, using these two parameters, the occupied frequency
filtering, a sliding rectangular window can also be applied f band can be identified. It is then straightforward to estamat
smoothing the spectrum estimafggk). In this paper, we use the bandwidth and the center frequency of transmission. One
rectangular filter for its simplicity and lower computatadn drawback of this method, however, is that the cognitiveaadi
complexity. In this case, the estimates at different freqiess may not differentiate between two (or more) superimposed

can be written as primary user transmissions and threat them as a single-trans
k+D/2+1 mission with a larger bandwidth. However, this might be
Y (k) = 1 Z [V (w)|? (2) tolerated as our goal is to identify the unused bands.
D
w=k—D/2

where D is the width of the filter in frequency direction. D. Partial Match-filtering

In the final step, the primary users are further identified
B. Threshold Detector by using thea priory information about their transmission
The output of the rectangular fiItef/(k) is fed to a Parameters. T_he set of possible systems and the_ir tran’_emiss
threshold device to identify the frequencies occupied kg tfparameters might be broadcasted by a central unit for degnit
primary users. This is equivalent to distinguishing betwee devices for assisted identification. These parametersidec!

following two hypotheses: the center frequencies, bandwidths, signal types, dupiexi
and multiple accessing methods of the potential users. For
Ho @ Y(k)=W(k), (3) example, IEEE 802.11a signal has a bandwidth of 20MHz and
Hy : Y(k)=S(k)+W(k). (4) operates at ISM or U-NII bands in the US. The knowledge

about the center frequencies and bandwidth of this type of

The performance of the detection algorithm can be sum-gignal can be used in order to identify the presence of an
marized with two probabilities: probability of detectiafy  gn2 114 transmission and in order to improve the spectrum
and probability of false alarmPr. Pp is the probability of genging. We match the parameters estimated by the feature
detecting a signal on the considered frequency when it d3tection block to the priory sets of known parameters. By
truly present, thus large detection probability is desirEgd finding the transmissions by primary users, possible egitima

is the probability that the test incorrectly decides tha thyrors due to the sensing algorithm and noise is removed.
considered frequency is occupied, when actually it is fiSt \we refer to this process gmrtial match-filteringas we are

Pr ;hould be kept as small as possible. In general, increas'mgtching to the parameters of the primary user's signabatst

Pp increases’r and decreasing false alarms decreaBps f the signal itself. Once the primary users (or the occupied
Hence the threshold should be selected carefully for f'”d'rf‘ﬂaquencies) are detected, the unused portion of the spectr
an optimum balance betwedr, and P which depends on ¢an pe identified for opportunistic exploitation.

the application. The threshold valuecan be determined by 1, (ransmission parameters are used in [15] as features
pre-specified probability of false alardi- or probability of for identification of among bluetooth and wireless localaare

detectionED. Moreove.r, the.value of th_e threshold dependr?etwork (WLAN) signals: maximum duration of a signal
on the noise and received signal energies. and instantaneous power of each frequency bin. Some other

parameters that can be used for partial matching include
C. Feature Extraction the center frequencies, transmission bandwidths, sigpaist

In this stage, features like bandwidth and center freqeancfuPlexing, multiple accessing methods and prior probisli
of primary users are extracted by using the threshold datecP! the potential users in the band considered. These pagasnet
output. In order to achieve this, we define two parametegn be collected by the cognitive device (blind) or they can
Bmin and Grmaz. Bumin is the minimum assumed bandwidthP€ Provided by a central unit (assisted). o
for the primary users an@, .. is the maximum gap allowed The partial match-filtering algorithm can be realized irethr
between two frequency samples. The feature extraction algBain Steps:
rithm searches for continuous frequencies which are markedl) Extraction of a predefined set of parameters/features
by threshold detector as having signal, r@t,.., samples from the received signal,



2) Using the extracted features for making decisions on ti@e covariance matrix can be assumed to be the same for all
presence of an anticipated transmission, classes using the same transmission technique. For example
3) Exploring the gained knowledge about the active prall the classes using WLAN are expected to have the same
mary users for multi-dimensional spectrum charactergovariance matrix as only center frequency is changed.
zation. When the estimated features are not correlated to each other
In the following, we explain these steps in more detail. the correlation matrix becomes a diagonal matrix. Différen
1) Feature Extraction: Primary users can be identifiedfeatures will have different units and hence proper normaali
by using thea priori information about their transmissiontion of this features needs to be established. Moreover, the
parameters. These parameters need to be extracted fromwvilaes of diagonal elements give the weights for each featur
received data using signal processing techniques. Thefsetand we can assign different weights on different features.
possible primary user classes and their transmission param3) Multi-dimensional Spectrum Characterizatiotn this
eters can be collected by cognitive devices using previosiep, the output of the partial matched-filtering method is
decisions/measurements (blind) or they can be broadchgtedused for obtaining a complete multi-dimensional spectrum
a central unit (assisted). Alternatively, these paransatan be awareness in cognitive radio. The knowledge of primary
preconfigured to the cognitive radio during hardware désigrusers can help identify the transmission opportunitiesssr
In this paper, we use energy detector based feature detectitifferent dimensions. For example if the identified sigral i
The features used are bandwidths and center frequenciesa afordless phone, the range is expected to be around 100
the candidate transmissions. meters and for Bluetooth signals it is around 10 meters. This
Let us represent the feature set as a vedforThen this type of knowledge can be used in a cooperative sensing
vector can be used for classifying the detected transmmissienvironment for gaining knowledge in the space direction.
into one of K candidate transmissions using a classificatiorhe characterization in time, frequency, and code dimessio
algorithm that will be discussed in the next section. is straightforward once primary users are associated with a
2) Decision Making (Classification)tn this step, the mea- particular transmission technique/class.
sured signal is associated with a primary radio class. This|n the next section, we investigate the application of pro-
process can be regarded as a classification problem. For {ged partial match-filtering approach to automatic badttwi
purpose, various classification methods can be used suchyagction for mobile WiIMAX systems.
pattern recognition, neural networks or statistical dfass
tion [15]. Bayesian classifier is the optimum method from the IV. APPLICATION TOMOBILE WIMAX

statistical viewpoint and it will be considered as an exampl Coaniti dio based devi hould t diff -
in this paper. By using the Bayesian decision rule, we diassi . ognitive radio based devices should support ditterenisira
. : igyjgsion bandwidths and center frequencies. Similar cancep
section (step 1) to the systems or devices that has the lig ali(lj\l trtue gor;hke devices opbe_lratlwn_glgvlii:o?rdl?_% to tze fecen
a posteriori probability. The classifier can be represented i standard kKnown as moblle Wi [7]. These JevIces
should support different profiles that the base station (BS)

terms of a set of discriminant functiongs(X), i =1,..., K ioht b ing. H th hould b ble of e
whereK is the total number of systemsThe classifier is said mig € using. Hence, ey shou'd be capable of operating

; ; in more than one bandwidth or FFT size. The detection of
]tcgraas;l?l;aifeature vectdf to a systemu; if g(X) > g;(X) the downlink signal parameters (bandwidth, FFT size, CP

The discriminant function can be defined as size, center frequency) is MS’s responsibility. In thistsetg
we apply the algorithm proposed in the previous section to
9i(X) = log P(X|w;) + log P(w;) . (5) detect the downlink transmissions in WiMAX. The proposed

In this work, the distribution of the feature vectarwithin the method identifies the center frequencies and bandwidths of
ith class is assumed to be a multivariate normal distributiét¢ed channels. We specifically consider 802.16e MSs and
with mean vectoy; and covariance matriX;. Under such an Searching for channels with active transmission.
assumption, the discriminant functions can be obtained as
A. Overview of Mobile WIMAX

The recently approved 802.16e standard [7] (known as mo-
Bile WIMAX) uses scalable OFDMA as physical layer trans-
mission technique. By changing the FFT size as a function
ogfthe transmission bandwidth, the subcarrier spacing & ke
constant for all bandwidths aiming to reduce the interiearr
interference (ICI), due to mobility and frequency offsets,

0:(X) = — (X u) 57 (X — i)~ 3 hog [ S| +log Plus)
(6)
The mean vectoy; can be obtained by using the expecte
values of features. In practice, the covariance maltjxis
unknown and it needs to be estimated using some sort
training data as
N

1 T a negligible level [16]. The available FFT sizes and system

i = N -1 Z(Xj — i) (X — )" () bandwidths are given in Table 1. Moreover, the fixed standard

=t supports FFT sizes of 256 and 2048 with different bandwidths

2Some example databases can be FCC Licensing and ITU frequefenultiple of 250 kHz and no less than 1.25 MHz). Hence the
allocation rules. MSs should have support for various channel bandwidths Thi

SNote that the systems operating at different bands arededaas different . . . .
systems for the sake of classification. The transmissiod béa system needs requires dynamlc detection of the FFT size and the channel

to be known for identifying the frequencies occupied by miynusers. bandwidth which is a similar problem to detection the priynar



TABLE | .

AVAILABLE BANDWIDTHS AND FFT SIZES FOR802.16 ---w=1
09F|—W=2
System bandwidth (MHZ)[[ 1.25 | NA 5 10 20 W=5
Sampling frequency (MHz)|| 1.429 | NA | 5.714 | 11.429 | 22.857 S
FFT size 128 | 256 | 512 1024 2048 o7k —
0.6

users in a given frequency band and the algorithm propos .

in the previous section might be used for this purpose. Ithbc ™ o5r
cases, soma priori information about the center frequencie: 0.4
and bandwidths of the expected signals is assumed to

. 0.3-
available.
0.2r
B. Proposed Algorithm 0.1+
The center frequencies and bandwidths of possible trat 0 ‘ e
0 0.2

mission channels are already known by the mobile static
These parameters are defined in the standard as profiles aiu

depe”qs Qn which profiles the MS is supporting. The DOSS'DJE‘;. 2. ROC curves for different rectangular window sizeBe SNR is set
transmission channels can be calculated as to 5dB.

Fc:Fstart+n'AFc \V/TLG 13---7N'range (8)
where F,;q. is the start frequency for the specific bars, primary user detection in cognitive radios. In this applma,
is the center frequency step ang is the range of values W€ can select the detection threshold such that we have a high
ange
for the parameter. [7]. The MS should be able to estimate! P> aS false alarms can be tolerated. For subsequent network
transmission frequency. and transmission bandwidtf for entries, the MS can remember the last entered network channe
(&

successful entry to the system. widths and FFT sizes and optimize its search to quickly

One method is the excessive search method where the ff&cquire the same channel.
tests the presence of transmission at each possible channel
In other words, the MS calculates all possibté values V. NUMERICAL RESULTS

for the profiles it has support for, and tests the presence , ) ,
of transmission in these channels. The specifically designe '€ developed algorithms are tested with computer simula-

downlink preambles can be used for testing of the existent@NS- The considered frequency band is divided into sudan
of a frame in a channel as well [17]. This method, howeve?f 20MHz and proposed algorithm is applied for each subband.

might be inefficient especially if MS supports a large numer'he_ FFT size is chosen as 1024_' ) -
of profiles. Time delay introduced by serial testing is alsp n _F19S- 2 and 3 show the receiver operating characteristics
desired during handoff where the receiver switches betwedfOCS) for a single frequency sample at the output of thresh-
different BSs operating at different profiles and/or digier ©!d device (see Fig. 1). In Fig. 2, the ROC curves for différen
frequencies. s_moo_thmg W|ndow_S|zes are presented wheq no averaging in
The algorithm proposed in Section Il can be updated fgfne iS performedi.e. only one FFT output is considered.

detecting the DL transmission effectively and quickly. Th&h€ signal’s power is assumed to be 5dB higher than the
proposed algorithm can be summarized as following: noise level. It is easy to see the performance improvement

1) Apply Fourier transform to the received signal with thgbtamed by using the smoothing f||_ter com_pargd o [10]. The
maximum available EET side performance is enhanced as the window size increases.

2) Smooth the FFT output by using a moving window [14]. ';']g ? pres?rr:ts thde;hR(?ct:h curvets for ldlffe_regt SNR V?Itueg‘.
3) Compare the output of moving window with a threshoIH1 IS Tigure, the widih of Ine reclanguiar window 15 Set to

and mark the subcarriers with power larger than th?mples. The detection performance improves with inangasi
threshold. NR as expected.

4) Estimate the bandwidth and center frequencies of DL The histogram of t_he egtimateq band_width using the fgature
traction method given in Section Il is presented in Fig. 4

transmission by using the marked subcarriers as dg- i ;
scribed before y g %r 5dB average SNR and a window size of 5. The parameters
5) If there is no active channels, shift the center frequen?eOI AreGmay = 10 and Wi, = 40. The threshold\ is

to next channel (with largest possible bandwidth) ank osen by assuming the §|gnal and noise power Ievels. are
go to step 1. nown to the cognitive radio, and by using a 90% detection

The performance of the bandwidth estimation algorithm C%obablhty Pp for each frequency sample. The primary user

Iso b ized with t babiliti 4P assumed to have a bandwidth of 2MHz. The estimated
also be summarized with two probabilitigs, and Pr as bandwidths are close to the actual bandwidth. It is also

4The maximum FFT size that the MS is capable of depends on tfsesr OPServed that the presence of a primary user could be dédtecte
supported by the MS, and the maximum available value is 2048. for 99.5% of the time using these parameters.
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VI. CONCLUSIONS

Spectrum sensing algorithms for cognitive radio devices
are proposed in this paper. Frequency correlation is ebgoloi
for obtaining better detection performance in energy detec
tor based algorithms. A simple feature extraction method is
proposed for finding the transmission parameters using the
energy detector output. Moreover, partial match-filterisg
used to detect the active primary users by matching to the
extracted features. The application of the proposed alyari
to WMAN devices for finding the transmission parameters
effectively during initial network entry is also presentdy
applying the partial match-filtering algorithm, the spaatr
estimation can be improved significantly.
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