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Abstract— The problem of dynamically accessing a set of prediction accuracy and computational complexity needs to
parallel channels occupied by primary users is consideredThe pe struck. In the scope of this paper we shall assume that
secondary user is allowed to sense and to transmit in a single the primary user can be modeled by a two-state Markov
channel. By exploiting idle periods between bursty transnssions . ) \ e
of primary users, and by using a periodic sensing strategy, ti- PTOC€SS con$|st|ng of_a _busy and ‘idle’ state. The process
mal dynamic access is achieved by maximizing the throughpwaf ~ €volves continuously in time and, by the Markov property,
the secondary user while constraining collision probabily with  has exponentially distributed holding times in either estat
the primary user. The optimal dynamic spectrum access protdm
can then be formulated within the framework of Constrained A. Main contribution

Markov Decision Processes (CMDPs). The optimal control paty Wi that ltiol : h | |
is identified via a linear program, and its performance is andyzed € assume thagtiHpcaiinaipmiser channels evolve

numerically and through Monte Carlo simulations. Finally, we independently in time (for instance, consider multiple non
compare the optimal scheme to an ideal benchmark case whenoverlapping WLAN channels). While all of these channels can

simultaneous sensing of all channels is assumed. be used for dynamic spectrum access, hardware limitations
make it possible to sense and transmit in one channel at a
. L time (although transmitting and sensing can be performed
The wireless communications spectr_um_has _densely bqﬁndifferent channels). Thigartial observability makes the
allocatgd by regulators as _Of today mak|_ng it unlikely thait problem analytically challenging. We counter this intedality
bandwidth needs of emerging technologies can be satisfied. introducing a periodic sensing scheme. In this way we
the same time, however, recent measurement campaignsﬁA recast the problem as a constrained Markov decision

‘ther than the specrum heavy ization it leacn P1205SS (CUDP). which has been welstudied 4], e show
P Yy how to use linear programming techniques to find the optimal

scarcity. _The emerging area of dY“am'C Spectrum access a%ionary randomized policy for this problem and verifg th
atresolving this contrast by allowing so-called secondsgrs ., e tness of our result by Monte-Carlo simulations. Fjna

to transmit in assigned bands, provided that no (significante nmerically compare the performance to heuristic scseme

amount of mterferenqe IS gene_rated. in_order to assess the significance of the periodic sensing
In order to meet this constraint secondary users can eXp:[?gstulation

various degrees of freedom to achieve orthogonality with t
primary system. This paper focuses on dynamic spectriBn Related Work

access i_n the time domgin _[2]’ eproiting.the fact that many One class of DSA schemes assumes a hierarchy of primary
Ef the W|reles_s c_om?uhnlcgtlons Sses e ItOiay Shﬁ"\élﬁd secondary users where the secondary users are allowed to
hurstyhtransmlssmn_ DT II}/IeaSlIJrelmre]r:t resu (th a)xlfrs access the spectrum when they do not interfere with or have
that the spectrum is generally only lightly used making fiyiteq interference on the transmissions of primary uggls
BRI (5 lex_pI0|t MERHI NS RS EERRBIEERN P, s can be accomplished in the time domain by a sense-then-
pa\c/:\h:et transm|35|ons.d - ies for th transmit strategy as first proposed in [2]. Under the assiompt

d en it comes tod Ie;lvmg access strate,gles d(')r the S§fat the primary users follow a slotted transmission protoc
ondary system, a model for the primary USers medium acCegpy their traffic pattern can be modeled as a discrete-time
is indispensable [3]. Moreover, a suitable balance betwemrkov chain, Zhacaet al. derive the optimal access protocol

IThis paper was prepared though collaborative participaiiothe Com- Pased on the Partially Observable Markov Decision Process
munications and Networks Consortium sponsored by the UignyARe- (POMDP) [2], [6].

search Lgboratory under the Collaborative TechnologyaAtéie Program, In addition to the complexity of POMDP, the assumption
Cooperative Agreement DAAD19-01-2-0011. The work was davieen fsl d . h b lid f
Qianchuan Zhao was visiting Cornell University as a vigjtlrrofessor. Part of slotted transmissions, however, may not be valid for some

of the research of Qianchuan Zhao was supported by a facutijasge practical systems. Indeed, wireless LAN transmissionsato n

program between Tsinghua University and Cornell Univgrsind NSFC - haye g slot structure. Experimental results show that WLAN
grant no. 60574067. The U.S. Government is authorized toodejge and

distribute reprints for Government purposes notwithstamdany copyright traffic is modeled more CI_Oser by a continuous-time semi-
notation thereon. Markov process [7], [8]. This paper removes the assumption o
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slotted transmission by the primary user and assumes thst&aowledgements and signaling information can be multiptex
a continuous-time Markov process for the primary usensith data to ensure synchronization in periodic intervals.
behavior.

Finally, from a practical viewpoint, a sensing-based real- » 7
time implementation for sharing the spectrum with WLAN CMDP Sensing S
channels has been described in [9]. The testbed focuses on | Contoller RF Module
heuristic algorithms to share the spectrum with the WLAN. y Modem
/
/

Il. SYSTEM MODEL /

Assume that we can access one of M@rimary user chan- Channlslcon
nels that evolve independently in time. Furthermore, lehea
of these channel§X;(¢),0 <i < N — 1} be represented by
a time-homogeneous continuous-time Markov process with an Fig. 2. System block diagram.
idle (X;(t) = 0) and a busy X, (t) = 1) state, respectively. As
a consequence of the Markovian assumption the holding times
in either state are exponentially distributed with parasret; Ill. PERIODIC SENSING APPROACH

(idle) andp; (busy), respectively. We stress that the primary parqware limitations restrict the secondary user to sense

system isnot slotted; primary users can access the channel @fy gne of the channels in every slot. This limitation makes

any given time. _ the problem of finding an optimal access strategy challengin
In contrast to the primary user, the secondary user employsiace the state of the system at any time is opdytially

slotted communication protocol as depicted in Fig. 1 (o0&Si gpearved, In this paper, we render the problem tractable by
Bluetooth as a practical example). In each slot the Sec@ndgf)stulating a periodic sensing approach, thus separdtiag t

Data

user (i) senses the channel at the beginning of the slot, d3nsing and the access part of the problem. While imposing a
uses this sensing result to decide if and in which channel $@.44ic sensing strategy is in general suboptimal, it $etad
transmit, and (iii) possibly receives an acknowledgement Iy 1,1y observable Markov Decision Process, thus simpiiyi

the secondary receiver. the problem considerably.

A. Induced Markov chain

v .

D) primary uses We propose to sense the channel periodically and in increas-

ing order, i.e., at the beginning of theth slot I},=[k T, (k +

1)Ts], channely = kmodN is sensed, wherg, denotes the
slot size, and ‘mod’ denotes the modulus operation. Let the

| decision point vectorZ(k) = [Z1(k), ... Zn(k)] represent the lasVy sensing
results from all channels witt¥;(k) = 0 and Z;(k) = 1

HW— Channel 0 indicating an idle and busy channel, respectively. Theestat

R ! ‘ ! space ofZ(k) is thusS = {0, 1}7.

W More specifically,Z(k) is a stochastic process indexed by
— ! Channel 1 k> N — 1 such that

| (e ! | | | |

B secondary user

O sensing point

k
1
|
|
1
1

Zi(k) = { Xi((pN +1)Ty), i< q,
Fig. 1. Slot structure. ! Xi((p—1)N+i)Ts), i>q
- ; e herep = | £ | is the integer part of:.

A block diagram of the system is shown [in Fig. 2. Th¥herep = || ger part Oy _ _
signal captured by the antenna is passed through an analoly i straightforward to show tha#(k) forms a discrete-time
frontend and sampled within the sensing block. A decision iarkov chain. FurthermoréZ(k) is irreducible and periodic
made on whether the primary user is present and this sensiiif) Period NV, since every state is recurrent and
result is passed on to a controller that decides whethesifis Pi Z(k + 1)|Z(k)) depends only o=k modN but not on
to transmit (and if yes, in which channel). If a transmissioh | -
occurs the secondary user’s data is fed to the transmit modemT he steady-state probabilities @{%) are given by
which in turn interfaces the analog frontend. 1

There are several approaches to ensure synchronization fo(z) = lim qup(z), (1)
among secondary transceivers. Provided that all secondary o
users share the same observation of the channel, using \ﬂhereflf(z) represents the number of timesappears in the
same random seed within the controller ensures that the seequencdZ(pN +q),p = 1,..., P}. The existence of (1) is
ondary system will tune to the same channel. Additionally, aguaranteed for aly andz < S.
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Since the primary user process&s are independent, the If we introduce a tablegy indexed byz, ¢, ,
stationary distribution of process(k) has product form,

N-1 z,q,1) = | v5— + (12,2 )‘—L
fa@) = T[ (=0 fa0) + -y fy(D), @) s (MM ozt
= + 1= 5 )e“i**‘”““q“mmm) e N (9)
where1|; denotes the indicator function and
A for i > 0 and zero otherwise, the immediate reward and cost

fa0) =55 D)=

B. Actions and rewards

N (3) in k-th slot can be analytically evaluated by

Having characterized the Markov chain, which is induced r(z(k),a, k) = { g(z(k),kmod N, a), Zigl (20)
by the primary system and the adopted slot structure for ’
the secondary user, we need to add a control dimensionatad
our problem. Specifically, after each sensing operation, we
can either choose to transmit in one of the channels, or ). kmod
alternatively not transmit at all. Let the action chosenlots  c(z(k),a, k) = { (1)_ 9(z(k), kmod N, a), - a % 0 1
k under policyr be denoted ag, € A= {-1,0,...,N—1}. ' “e="- (11)

Choosinga;, > 0 symbolizes to transmit in the;-th channel, |1\ rthwhile to note the special case when= i. In this

whereasu;, = —1 means that no transmission is taking pIac%ase we have
If we choose to transmit, we accrue a reward or incur a cost

depending on whether the packet transmission is successful 9(z,q,9) = 1. :OlequTs. (12)

is leading to a collision with the primary user. It is strebse !

that even if a channel has just been sensed idle, a collision @hat is, whenz, = 0 and we transmit on Channel the

occur in the subsequent slot since the primary user’'s mediummediate reward will bee=*«7; when z, = 1 and we

access is not slotted. transmit on Channe}, no reward will be obtained.
Let us define the rewardz(k), a, k) accrued by a success-
ful transmission as IV. SUBOPTIMAL STATIC ACCESSPROTOCOLS
r(z(k),a, k) = Under periodic sensing, with the analytical expressions
_ { Pr(X;(t) = 0,Vt € I|Zi(k) = z:), a=0 (10) and [(11) given in Section Il for the immediate reward
0, a=-—1 and collision probability, we introduce two simple heudst

hich ds to th d st . '(4)b protocols that are easy to implement. They can be used for
Which corresponds 1o Ihe secondary Users fransmissiolg eJzomparisons as lower bounds of the achievable throughput
successful. If the secondary user chooses not to trangimit,

. under constraints on collision with primary users.
—1, then no reward is accrued.

Analogously, we can define the co;t Qf choosing aoﬂp@. A Memoryless Access (MA)
0 as the probability that the transmission leads to a coflisio
with the primary user. Mathematically, Under periodic sensing, if ifi-th slot, the secondary user
senses a busy channgk k£ mod N, no transmission is made;

1 —r(z(k),a,k), a=0 (5) otherwise the user transmits in chanmelith probability

c(a(k), a, k) = { 0.

a=-1 BMA. The transmission probabilitg}'# is decided such that
Let the Q-matrix for each channel b@;, then we have the probability of collision ink-th slot is below« while
maximize the throughput for the secondary user. Denote this
Qi = ( A A ) (6) heuristic policy ast™A. 1t is straightforward to show that the
Hi o = f transmission probability
and the matrix%* evaluates to VA o
. —Outs . By = min (71) ; (13)
o _ [1- (1 — e bty (g0t 9 1—e T
Hi (= (ituity 1— M (1—e=Cituity| . L
Xitri Nitri ) and the throughput of this policy is
An analytical expression for the reward is obtained by | N1 o
) J(mMAY = — f4(0) min <7, 1) e NaTs
r(a(k).i k) = [@O=0T:| g N 2 flOm (=
(zi(k),0) (14)
where the subscript notation indicates fligj)-th element of wheref,(0) = kq‘fﬂq is the stationary probability for Channel

eQit, g to be idle.
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B. Greedy Access (GA) Note, however, that since the reward and cost are periodic, a
Given Z(k) = z and sensing channe) = kmodXN, €xtension of the standard CMDP theory is needed. It is well
compute the a posteriori probability known that the optimal solution to a CMDP is, in general,

, randomized. The policyr is thus represented by a mapping
9(z,q,1) = Pr(X;(t) = 0,vt € I|Z(k) =z)  (15) from the set of observationsandq to the probability that we

in each channel being idle in slotZ,. Choose the channeIChoose act_iorj. In the following let the probability that we
i* = arg max; g(z, ¢,7) which is most likely idle. Transmit in CN00Se action > 0 based orz andq be denoted by, i(z).
Channeli* with probability 334 (=) such that the collision N9, ransmission takes place with probabilify . (z) =1 —
probability ¢(z,q,i*) in slot I is below «. Denote this >i=o ) Bq.i(2). _ _ _
heuristic policy asrA. It is easy to show that the transmission Notice that our problem is a special type of CMDP in the
probability is sense that the underlying Markov chdfiik) is not affected

by the actions chosen by the decision maker. As a CMDP,

BGA(z) = min< @ : 71> (16) it is special also because the rewards(k), a, k) and costs
! 1 — max; g(z, g, 1) c(z(k), a, k) at eachk are not time independent, instead, they
and the throughput of this policy is are periodic.
N_l . . .
1 B. Linear programming solution
J GAy _ & GA .q. i 17
(%) N qz:;) ZGZSfQ(Z)ﬁq (Z)mgxg(z a1 (A7) We introduce a linear program that has the optimal random-

ized policy 3,,:(z) as its solution. Consider,
where3§ (z) is as determined in (16). This strategy is similar

to the greedy approach in [2]. iy e
greedy approach in 12 max 30 Y 10 Y o0, )ale) (22
V. OPTIMAL POLICY WITH PERIODIC SENSING o q=0 zeS i=0
We have defined an induced Markov chain modeling ﬂ!ﬁjbject to
observations of the secondary system and have introdueed th N1 N1
control dimension by specifying actions and rewards. Weehav = 1 — — . .
also introduced two simple heuristics as policies to cdntro N Z Zf‘J(Z) Z(l —9(2.4,1))Byi(2) < o, (23)

the secondary user transmissions. Although they are easy to =0 =8 =0

implement, they may not make the optimal use of the spectrum  » _ 34.i(z) = 1,¥q,z, B,.:(z) € [0,1],Yq,z,i.  (24)
under periodic sensing. In order to find optimal policies, we €A

need to define an optimization criterion and constraints.  then using a similar argument as in [10] it can be shown that
the solution to the above linear program indeed corresponds
) ) o to the optimal policy of the CMDR (20)-(21). To explain why
We ulimately strive to maximize the throughput of theyis is true intuitively, let us consider a fixed optimal yli

secondary system while abiding by a hard constraint on the it \ve classify transmissions according to sensing channel
interference. Mathematically, we can formulate this gasl 3, the objective function can be written in form of
maximizing the average number of successful transmissions

A. Optimization criterion

(of the secondary user), . . 1 PNl
L& T = Jim s D D Err(ZON+a). s PN +0)
. p=1 gq=0
J(m) = Jim — ; Exr(Z(k),a, k), (18) ) (25)

Let us introduceﬁqﬂ’;’P(z) € [0,1] as the frequency of action
where the expectation is taken over the probability distitm ¢ € .A chosen byr* in slot I, wWhen the observed value
induced by a policyr. At the same time we have to abide byof Z(pN + ¢) equals toz € S in a sample path witlp =

the constraint on a cost function 1,2,..., P. Since both the state spaSeand the action space
| X A are finite, the limitlimp_, o B;T,Z’P(z) exists. Let us denote
C(m) = lim — ZE,,c(Z(k),ak, k). (19) itas ﬁg*(z). Since the sensing results on primary users are
Koo K k=1 not affected by the transmission policy of the secondary, use
The stochastic optimization problem is thus the asymptotical transmission rate given a sensing channel
g can then be calculated as the expected rate of successful
max J(m) (20)  transmission in stationary state, that is
subject to | L
C(r) <« (21) P]iﬁmoo 5 Z Err(Z(pN + q), apNn+q, PN + q)
where( < a < 1 is a given constant. The problem thus falls p=t X
into the category of constrained Markov decision processes => fo(2) Y 9(z.q.0)8] (z) (26)

(CMDPs) [4], [10] and can be solved by a linear program. zeS acA
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Thus we have
N-—-1 1
Jr) = 5 2 f@) Y 9(z.0, )87, (2).
q=0 zeS acA
This shows the equivalence between objective function¥ (z
and [22) sincey(z,q, —1) = 0. Similarly, we can show the
equivalence between constraints (21) dnd (23).

Once the solution? = (8,,i(z),7 € A,q € {0,1,...,N —
1},z € S) has been obtained, the secondary user stores it
a table in his(her) memory. The secondary user’s policyrgivi
the observationg andgq is to flip a biased coin such that with
probability 5, moa n,:(Z(k)) we transmit in Channeéland with
probability B mod n,—1(Z(k)) no transmission occurs.

VI.

In this section we evaluate the performance of the optim
policy numerically. Specifically, we focus on the case o&thr
independent channels, with parameters \; andy = pu;,7 =
1,2,3.

The choice of\ andu was motivated from experiments con-
ducted in [7]. In particular, the parameters were choserdad
on a “Skype” conference call session with three participati
parties. The idle-times, although showing some heavedai
behavior, can be approximated by an exponential distobuti
with parameten—! = 4.2 ms. We assumg !
channel’s busy period.

To evaluate the optimal policy under periodic sensing,
compare it with two classes of policies.

(1) the optimal policy under full observation assumptidmagt
is, all channels can be sensed simultaneously). While th'm
assumption is not a reasonable assumption in practice, wi
its throughput as an upper bound, it allows us to determine
how much we loose by restricting ourselves to schemes thEd
employ periodic sensing.

(2) the suboptimal static access protocols MA and GA intro-
duced in Section IV which are also under periodic sensind?]
They are simpler to implement.

By assuming a slot siz&, = 0.25ms, we obtain in Fig.13 [4]
the throughput curves for all four policies (FO, PS, MA, and[s]
GA) over the interval0, 0.05] of the constraint constarit.

We observe that the optimal policy with periodic sensing
(PS) achieves the same throughput as the throughput 6t
the optimal policy with full observation (FO) in the region
a € [0,0.045] and a bit lower in throughput than the full
observation in regiomv € (0.045,0.05]. The throughput of
GA is greater than that of MA, but both GA and MA are not
as good as that of PS and FO.

(27)

N UMERICAL EVALUATION

(7]

(8]
VII. CONCLUSION
In conclusion, we have considered the problem of sharing
spectrum in the time domain by exploiting idle periods be-
tween bursty transmissions of a primary user. By focusing
on a periodic sensing scheme we were able to formulate the
problem as a constrained Markov decision process (CMDP),
and find the optimal randomized control policy using a linear
programming technique. We have evaluated the method’s

throughput

0.03 0.035 0.04 0.045

o (N=3)

01 i i i
0.01 0.015 0.02 0.025 0.05

Fig. 3. Comparison among different protocols.

erformance for several scenarios. Our results show tleat th
periodic sensing, while limiting the set of admissible ps,

|is close to optimal in the cases we have considered so far.

We also evaluated the robustness of our solution in terms of

— 1'ms for the primary user parameters and the sensing errors. The results
are encouraging. Details can be found in our technique tepor

welture research includes the case of more than two secondary
users.
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