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2.13.29 AntennaDiversity

Since propagation channgs introduce multipath fading, the reception system must be
designed to overcome fading in some way. The available dternatives include:

%5 Reduced channd symbol rates to reduce intersymbol interference (1S1)

&% Structuring the data to be resilient to the effects of fading

%5 Diverdty tranamisson and/or reception

ez Sow FH

%5 Increased ingtantaneous bandwidth for multipath resolution and equdization

Reducing channd symbol raes may be necessty if other messures are ineffective
Interleaving and FEC reduce the impact of erasures introduced through fading. Diversity
transmission and reception reduces this probability.

The impact of induding diversty in an SDR includes both technicd and economic
chdlenges. Diverdsty antennas require padld RFIF converson and ADC channds,
increasing the cogt of the systlem. They make it possble to dday and combine diversty paths
more precisdy and adeptively than is possble with andog approaches. The economic
chdlenges center on minimizing the cogt of such pardldism. The antenna, RF/IF processing,
and ADC path can account for upwards of 60% of the procurement cost of a base
trangmisson Sation.

The primary tradeoff, then, is to provide divergty in the architecture in a way that baances
benefit agangt cost. CDMA'’s inherently wide bandwidth is robust in multipath, but dso
benefits from diversity combining, subject to receiver complexity condraints.

2.13.3 RFand IF Processing Tradeoffs

The second tradeoff concerns RF and IF converson. Multichannd transceivers in TDD bands
require an interference-suppresson  architecture that could incdude antenna isolation,
programmable andog filters and active cancdlation. The transmitter may require both linear
operation (eg., for W-CDMA and QAM waveforms) and nonlinear operation (e.g., class-C
amplifier for high- power efficiency with FSK or PSK waveforms).

Single channd receivers may resort to nonlinear digtortion of the incoming waveform (eg.,
for a narrow-band direct-converson architecture). Multichannd receivers, on the other hand,
must maich the RF and IF converson parameeas to the ADC, digitd filtering and sgnd
recovery dgorithms of the back-end. The god of this tradeoff is to badance the noise
spurious components, intermodulation products and artifacts. Since the direct-converson
recever has fewer parts, its manufacturing costs may be less than the superheterodyne, which
may have better peformance. The therma noise floor will be determined by the totd
bandwidth (eg., in interference-limited bands below 400 MHZz), or by the firsd LNA (eg., in
cdlular and microwave bands). The thema noise will be processed through the RF and IF
conversion stages, resulting in noise shaping across the passband.

2.13.4 ADC Tradeoffs

Maximum sampling rate is obtained for a given dock technology in a quadrature-sampling
ADC architecture. Such ADCs can introduce nonlinearities due to mismatching between the
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inphase (rea) and quadraure (imaginary) converson channgs. Red oversampling with
digital quadrature provides a lower-complexity dterndtive. In addition, one must match the
ADC architecture to the structure of the service bands being supported. If two or three 25
MHz bands spaced hundreds of MHz apart are to be supported, one may have more tota
dynamic range usng multiple medium-bandwidth ADCs instead of one super wideband (eg.,
500 MHz) ADC. Each medium-bandwidth ADCs access band may be programmable by
tuning the find LO. Such an gpproach therefore complicates the RF architecture, but reduces
the interconnect bandwidth and processing capacity of the next stage.

2.13.5 Digital Architecture Tradeoffs

The fourth tradeoff concerns the mix of padldism and pipdining of the digitd sgnd
processing hardware from ASICs and FPGAs to DSPs and genera-purpose processors. High-
speed (gigabyte-per-second) digital interconnect is necessary to fan wideband ADC streams
out to digital filtering FPGAs or ASICs. Reconfigurable processors ad despreader ASICs
may reduce or diminate the need for wideband digitd interconnect by ether embedding the
interconnect on-chip or producing baseband streams directly.

Digitd filtering of high-data-rate ADC greams yidds much lower data rate subscriber
bassband channels. Medium bandwidth digital interconnect (hundreds of megabytes per
second) then provides flexible paths among DSPs and generd-purpose processors. The
architecture of locd and globd memory among the processors dso can be a dgnificat
contributor to dgorithm performance. Bdancing these high-speed data flows and bandwidth
reduction steps againgt clusters of processing capacity and memory is a centrd concern of the
digitd architecture tradeoffs.

2.13.6 Software architecture tradeoffs

The fifth tradeoff concerns the organization of the radio software into appropriately packaged
data structures and red-time dgorithms. Interfaces among applications and sarvices need to
be radio-aware s0 tha the radio’s low data rates, high varigbility in data transfer times and
occasiona outages do not severdy curtall user satisfaction with the services. In the radio
goplications layer, object-oriented design techniques hep to group related data Structures
with appropriate dgorithm methods. This smplifies detailed design, development, testing,
deployment, and evolution of the software architecture. The terminology and approaches of
object-oriented design may be goplied to dl the functions of the radio. This facilitates the
redization of those functions in hardware, firmware, or software as a function of technology
and project needs.

Projects may be implemented using conventional software techniques. With such approaches,
the radio applications and infrastructure software elements are interwoven. Open-architecture
aoproaches now favor the use of the industry-standard CORBA in radio infrastructure
middleware. Such middieware reduces the coupling between radio functions and digtributed
processor hardware. This adds flexibility but requires processing capecity above that which is
needed for a closed architecture. Accurate characterization of the processing requirements of

modular collections of open-architecture software can be challenging.

53



CDCC

Tha Supsrcomputing Pecple

2.13.7 Performance Management Tradeoffs

The find mgor tradeoff concerrs the management of processng demand offered by the
software againgt the resources provided by the hardware platform. Accurate characterization
of processng demand requires benchmarking. A sudtained measurement and instrumentation
campaign to monitor performance implications of deveopment decisons reduces
development risk. Performance prediction and management steps add cost to a software radio
development program. One therefore must badance the cost of performance management
againg the benefits of reduced development risk.

Other important tradeoffs include end-to-end tradeoffs. One of the most important in the
software radio is the dlocation of dynamic range among RF, IF, ADC, DSP hardware (e.g.,
FPGAs and ASICs) and agorithms. Another is the alocation of software objects to hardware
components.

Resources critical to software radio architecture include 1/O bandwidth, memory, and
processing capecity. Good estimates of the demand for such resources result in a wdl-
informed mepping of <oftware objects to heterogeneous multiprocessing  hardware.
Depending on the details of the hardware, the critica resource may be the capacity of the
embedded processors, memory, bus, mass storage, or some other 1/O subsystem. The first
sep is the idetification of the system’s criticd re-sources. The critical resource moded
characterizes eech dgnificant processing facility, data flow path, and control flow path in the
sysem.

A citical resource is any computationd entity (CPU, DSP unit, floating-point processor, YO
bus, ec) in the system. Hand-coded assembly language dgorithms may outperform high-
order language (HOL) code (eg., Ada or C) by an order of magnitude. Rigorous andysis of
demand and capacity in terms of dandards MOPS per critical resource yied useful
predictions of performance. Initid egtimates generated during the project-planning phase are
generdly not more accurate than a factor of two.

In a multithreaded DSP, there may be no explicit queues but if more than one thread, task or
user is ready to run, its time spent waiting for the resource conditutes queuing dday. SDRs
require three to four times the raw hardware processing cepacity of ASICs and specid

purpose chips.

2.13.8 Cost Tradeoffs

Since cogt of production eectronics is nearly a linear function of parts count, the number of
antennas and related RF/IF paths is criticd. For each antenna, there must be at least some
minimum amount of RF drcuitry. And in most multiband, multimode radio desgns the
pardidian of andog RF equipment extends to the ADC. As a result, the antenna and RF
subsystems can account for upward of 60% of the procurement costs of a radio node.
SPEAKeasy | and I, therefore, put considerable effort into developing dl-band antennas, but
with little success. The antenna herefore remains one of the most chdlenging aspects of SDR
platform technology development.
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2.13.9 RF/IF Conversion Segment Tradeoffs

Software radios require wideband RF/IF converson, large dynamic range, and programmable
andog dgna processing parameters. In addition, a high-qudity SDR architecture includes
specific measures to mitigate the interference readily generated by SDR operation.

This indudes a find dage of up-converson from an IF, band-pass filtering to suppress
adjacent channd inteference, and find power amplification. Fird-generation cdlular
sysems did not employ power control to any sSgnificant degree. CDMA sysems, including
3G W-CDMA, require power control on each frame (50 to 100 times per second). SDRs may
be implemented with a DAC as the interface between IF up-converson and the RF segment.
Alternativdly, a high-speed DAC may directly feed the find power amplifier.

Power amplifiers have lesstharrided performance, including amplitude ripple and phase
digortion. Although these effects may be rdaively smdl, failure to address them may have
sarious consequences on SDR peformance. Amplitude ripple, for example, degrades the
transmitted power across the band, particularly near the band edges. IF processing may
compensate for this.

Snce the recdver must overcome channd imparments, it may be more complex and
technicaly demanding than the trangmitter. The direct converson receiver modulates a
reference signad againg the received RF (or IF) sgnd to yidd a bassband binary analog
waveform in the in-phase and quadrature (1&Q) channds. Although this kind of RF
convason has nonlinear charecteridtics, it is paticulaly effective for dngle-user
gpplications such as handsets. 1t may not work well for multiuser gpplications, however.

2.13.10 Digital Processing Tradeoffs

A digitd hard-ware design is a configuration of digitd building blocks. These include ASICs,
FPGAs, ADCs, DACs, digita interconnect, digital filters, DSPs, memory, bulk storage, 1/0
channds and generd-purpose processors. A digitd hardware architecture may be
charecterized via a reference platform, the minimum set of charecteristics necessary to define
aconggtent family of designs of SDR hardware.
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Part 3:

3.0 Enabling Technologies

The component technologies tha form the backbone of SDR systems and set their
performance limits are ADCs, DSPs, FPGASs, ASICs, DDCSDUCs, software architectures &
tools, filters and RF amplifiers.

The commercid and military interest in SDR has grown in recent years primarily because
high peformance DSPs are now avalable a reasonable prices. Radio functions are being
implemented in programmeble digitd devices rather than hardwired andog components. The
latest DSP operates a speeds up to 1L1GHZ and offer peformance of nearly 9 hillion
indructions per second. FPGAS can now provide densties of up to 2 million gates with low
power consumption. These numbers are ever improving. Yet more work needs to be done to
improve the connectivity and interoperaility of these components.

3.1 ADC

ADC is the mogt criticd dement of an SDR dnce its speed determines how close to the
antenna the A to D converson can be done. Usudly ADC performance is defined based on
speed (number of samples per second), resolution (how many bits each sample is coded into),
and linearity (how accurately the digita output codes are related to the analog input values).
For a given radio sarvice and frequency band, the ADC's speed, resolution, and dynamic
performance determine whether the digitization will occur at the RF or IF or in the baseband.

ADCs will need to sample a a rate double that of the highest frequency contained in the
sgnd inorder to meet the Nyquigt criterion and prevent diasing. However, for bandlimited
dgndsat very high frequencies, thisleads to using avery high sampling rate.

All sgnds above the sampling frequency are diased. So the ADC must be preceded by an
andog antidiasing filter which passes only the band of interest and reject al other unwanted
frequency components. The filter must exhibit good phase linearity and group deay
performance with a minimum of insetion loss Usudly in the basc SDR architecture, the
antidiasng function is effectivdly performed by the entire Andog Front End prior to the
ADC.

It is the combined amplitude and phase response of dl the components that must be
consdered. Using two or more stages of IF anadog converson prior to the ADC can amplify
the filtering design task In the future, as the andog section in the SDR reduces in sze, the
atidiaang job will become more difficult. A SAW filter can be used as the primary
attidiasng filter because of the design’s excdlent roll-off in the trandgtion band. But the
SAW filter exhibits quite high insartion loss So it must be ensured thet the SAW filter is
preceded by avery low noise amplifier to ensure adequate noise figure.

Digitizing wide dgnad bandwidths can be chdlenging for data converters. In doing so,
sourious performance is critica. Unlike sngle-carrier IF sampling, entire signd bands are
digitized, thus alowing potentidly hundreds of signds to be digitized. It is important thet the
converter should not generate spurious signds that interfere with the desred sgnals. These
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spurious dgnas can be in the form of harmonics or intermodulation products. Either way, the
results could be poor receiver performance. Spurious response congsts of the second, third
and higher-order harmonics. SFDR primarily determines how large an in-band or out-of-band
interferer can be. If an interferer is aufficiently large, the A/D converter may generate a
harmonic that appears as a co-channd interferer of the desired sgnd.

Spurious performance is very dosdy rdaed to the air interface standard and is often the
limiting factor in a receiver. For SDR, the didortion of the A/D converter must not impact
overdl system performance.

Spurious components have very narrow bandwidths and usudly ther amplitude is much
larger than the rms quantisation noise power with in the informatiion bandwidth. For a
receiver the dynamic range will be limited by the spurious energy as the smdl information
sgnas compete. The spurious performance must be such that any spurious sgnal generated
issmdler than the desired signds of interest.

Digortion produced by digitd converson can be atributed to its satic nonlinearly and
dynamic nonlinearly festures. Dynamic nonlinegrity is the more important SDR-related
parameter and this is commonly expressed through specification such as sgnd to noise and
digortion (SINAD) and SFDR (Spurious Free Dynamic Range) SFDR.

SINAD is the raio of the rms of required signd power to the rms of al the unwanted spectrd
components (including harmonies excluding dc components). A good data converter will
exhibit aSINAD very doseto its SNR.

Sourious-free  dynamic range is ddfined as the range of sdgnd amplitudes that can
Smultaneoudy be processed without distortion or be resolved by a recaver without the
emergence of spurious signas above the noise floor. SFDR is expressed as the w’tio of the
rms sgna amplitude to the rms vadue of the pesk spurious spectra component. Spurious
component may or may not be a rdated harmonic of the input signd caused by nonlinearity
in the converter. SFDR encapaulates linearity and quantisation noise performance. It is a
more important parameter than SNR or SINAD when considering the peformance of ether
an ADC or DAC for SDR.

Effective Number Of Bits is the measured performance, in bits, of an ADC with respect to
input frequency. As input frequency increases, overdl noise aso increases, thereby reducing
the ENOB. Effective Number Of Bits specifies the dynamic peformance of an ADC a a
specific frequency, amplitude and sampling rae reative to an ided ADC’s quantisation
noise.

For ADCsand DACs, auseful Figure of Meritis sample rate multiplied by SFDR.

Clock jitter has the effect of increesing system noise The clocks used for sampling and
holding are assumed to be pefect. Naturd phenomena including bandwidth limitations,
skew and noise prevents these clocks from being perfect.

Dithering is a method for randomizing the quantisstion errors of an ADC by adding an
uncorrelated analog signd to the desred sgnd a the input to the ADC. The gquantisaion
eror is not evenly distributed, it is correlated to the input sgnd. The function of Dithering is
to decorrelatethis error, to distribute the error across the entire spectrum.
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The dithering sgnd is mogst often pseudorandom noise. By adding wideband pseudorandom
noise to the input sne wave prior to sampling and digitizetion, the leve of spurious
components can be reduced by agpproximately 20dB. Dithering randomizes the dynamic
nonlinearity errors, effectively reducing the harmonic content of the error signd. In other
words, energy in the spurious dgnds is smeared out over many frequencies. Dithering can
provide sgnificant improvements in the ability of a converter to extract sgnads beow its LSB
resolution and in linearizing a converter’s performance.

Dithering will improve the SFDR, but noise energy will be added to the sysem. This overdl
decreasein SNR may be acceptable if SFDR is the prime system requirement.

Dithering can be peformed with a reduced impact on the noise floor by employing different
techniques. The firgt approach uses larger amplitude but narrower band pseudorandom noise.
This narrowband dithering energy can be added to a section of the Nyquist band seldom used
by the communication systems. Filtering can then be used to remove the dithering energy and
restore the SNR. A more complicated dternative digitally subtracts the pseudorandom dither
sgnd, following digitd converson.

The am of the SDR designer is to push the sampling frequency as high as possble to
maximise the processsble bandwidth of each processng chein. Higher IF and sampling
frequencies cause a decrease in SNR. A doubling in sampling frequency will reduce the SNR
by 6 dB for afixed jitter.

3.2 DACs

High peformance DACs are specificdly used in the Tx dgnd pah to reconstruct one or
more cariers that have been digitaly modulated. Many of the DSP functions are being
integrated with the DAC itsdf to enhance its performance and to enable new tranamitter
architectures.

The quantisetion noise generated by a DAC within the information band is generdly not
important for the tranamitter in a radio system. This noise is atenuated during propagation
and ends up being significantly less than the therma noise seen a the receiver. However the
out of band spurious components will be radiated and can cause unwanted intermodulation
products appearing inside the information band of the recelver at the other end of the link.

In the recongtruction process of a digitaly syntheszed sgnd, it is the DAC and its nonided
characterigics, which often yidd unpredictable results. In some cases, it is the performance
of the DAC which actudly determines whether a particular modulation scheme or system
architecture can meet the specification. State-of-the-art DACs are 14 bit devices with SNR
higher than 80dBc and sampling rate of 400Msamples/s DACs ae avalable from TI,
Interdl, AD etc., that are suitable for 2G and 3G multicarrier SDR tranamitters.

3.2.1 ADC/DAC status

25 Mature Technology

ez Key paameges SFDR and SNR  bariers cross the |IF  requirements
100dB/14Bits/16Bits 100M SPS and more.

&2 Promising Roadmap of industry leaders
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&5 Can ENABLE the SDR Now.

The firs devdopments of wideband software defined 2G basestations were fundamentally
limited by the resolution and SFDR of digitd converters. Desgns with bandwidths of 5MHz
or greater were limited to 12bit ADCs and the SFDRs of these devices were considered
insufficient for some air interfaces like GSM. Now suitable wideband 14 hit ADCs with
enough performance for GSM and better 16hit converters are available.

Today's high-performance 14-bit ADCs are endbling digitization & the firs IF levd. ADCs
with sufficent performance are now available for software receivers using AMPS, GSM,
CDMA2000 or UMTS standards.

Recent advances in converter performance are dlowing the designers to move the ADC
cdoser to the antenna, thereby smplifying the RF section and doing more and more signd
processng in the digitd domain. Concurrently, developers are investigating the integration of
high-performance ADCs with DDCs to ease the task of interfacing these converters with
follow-on bassband DSPsin the receive path of the communication chain

In the future, it is expected that ADC manufacturers will use super conducting technology
that will operate a frequencies of severd tens of GHz with SDFR between 120dB and
160dB. These ADCs will be ale to trandate microwave frequencies directly from the
antenna into a digita bitdream. The high speed will endble the design of broadband SDR
recaivers that will cover bandwidths greater than 100 MHz. The high sengtivity will dso
encble the removd of any amplifier from the receiver chain.

3.3 DSPs

In an DR, many of the radio functions are implemented in digitd sgnd processng. The
processing requirement in a modern 3G terminad is edimated to exceed 6-13 hillion
operations per second. Traditiond approach is to place dl of this processng power into a
DSP. DSPs, as on today, which are rated a 9 billion operations per second aso have a power
disspaion tha is measured in terms of many multiples of waits, with the end result of a
battery life thet is measured in minutes.

DSPs could theoreticaly handle the speed of processng required for high-speed signd
processing of second generation Air Interface Standards. A DSP attempting to do signal
processing for a second generation cdlular handset would have to operate a a clock speed in
excess of 325 MHz. In practice, because of bus delays, the need to write to buffers etc., it
turns out to be in the GHz clock range. Early DSPs could not run at these speeds.

As DSP devdopment progressed, it became clear that since power consumption varied
directly with processor speed, it would not be practical to operate a DSP at these clock rates
for battery powered applications. It dso turned out that even for systems run on utility-
provided power, there were issues of size, heat dissipation etc. which would make pure DSP
solutions for high speed Sgnd processing impracticdl.

Costs per MIPS of DSPs and general purpose CPUs have dropped below $10 per MIPS. The
costs continue to drop by a factor of two every few years. At the same time, absolute
processng capacities continue to dimb into the hundreds of millions of floating-point
operations per second (MFLOPS) to hillions of FLOPS (GFLOPS) per chip.
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3.3.1 Choice of DSP

Processing power will depend upon system factors. The choice of a DSP to obtain the
required computation speed is not a sraightforward matter of specifying the highest clock
speed. Architecture and ingtruction sets greetly affect the speed of agorithm execution. MIPS
(millions of ingructions per second) is not a vdid measure, Snce each manufacturer counts
indructions differently. A highly usgful recommended measure more closdly related to
dgorithm execution is the pesk million-multiply-accumulates-per-second (MMACS). This
caculation is the product of the clock speed and the number of MACs the DSP is capable of
executing per clock cycle.

On average, every 18 months, processing power doubles for the same volume, power
consumption and cost. This equas to an order of 10x improvement every 6 to 7yrs.
Invedtigations into the increase is dgorithmic complexity experienced during the trangtions
from 1G to 3G suggest that the actud need for processing power is increasing rapidly. New
architectural technologies are required to keep pace and the industry cannot rely on faster
versions of traditionad processng architectures like Super Harvard and others to solve the
need for more signa processng power. Two recently introduced new classes to consder are;
very long instruction word (VLIW) and static superscalar.

VLIW describes an ingruction set philosophy in which the compiler packs a number of
smple, noninterdependent operations into the same indruction word. The sequencing
mechanian in VLIW relies on an indruction format wherein every single execution unit in the
chip is under direct programmer or compiler control. When fetched from cache or memory
into the processor, these words are easly broken up and the operations dispatched to
independent execution units. VLIW can perhaps best be described as a software- or compiler-
based superscalar technology. VLIW attempts to reduce cost and increase execution speed by
reducing hardware complexity.

Unfortunately, VLIW has little or no hardware support for maintaning the integrity of data
dependencies or avoiding scheduling hazards associated with red-time processing. In VLIW,
dl opeation laencies in a paticular implementation are fully exposed to software. The
TM S320C6x series from Texas Ingrumentsis an example of aVLIW architecture.

Satic superscalar achitecture enforces a condstent and functiondly well-defined
programming modd, and the schedule is determined prior to run time. It incorporates Satic
scheduling techniques like those found in VLIW, but it retains many superscaar and RISC
dtributes, enabling red time systems. Consequently, code can be written directly in assembly
without requiring sophidticated timing prediction. The TigaeSHARC DSP from Anadog
Devicesisan example of astatic superscalar architecture.

The new TMS320C64x DSP core will ddiver the highest performance DSPs in the world,
with clock speeds of up to 1.1 GigaHertz (GHz) and performance near 9,000 million
ingructions per second (MIPS). This deivers 10x the DSP peformance of the current
industry leading devices like TM S320C62x, for key applications.

The new TMS320C55x DSP core dashes power consumption to a cool 0.05 mW per MIPS
and will ddiver performance up to 800 MIPS. With sx times lower power than the industry-
leading TMS320C54x, the C55x offers substantidly longer battery life. The C55x builds on
TI's C54x, the industry's most power-efficient DSPs used in 70 percent of the world's cell
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phones, by enabling four times longer battery life to extend cdl phone usage from days to
weeks.

Both new DSP cores are software-compatible with Tl's previous DSP generations for faster
time to market and reduced development time. Additiondly, TI's integrated development
environment, eXpressDSP Red-Time Software Technology, supports the new C64x and
C55x DSP cores by providing a complete, open DSP software environment with the tools and
software to begin development today.

The C64x is the world's highest performance DSP core and the C55x isthe lowest power
DSP core to ever hit the market.

TI's next generdtion C64x DSP core is ided for the needs of wirdess infrastructure
manufacturers, delivering the highest performance DSPs in the world, with speeds of up to
11 GigaHetz (GHz) and peformance near 9,000 MIPS. Initid devices running a
frequencies of 600 to 800 MHz provide speeds comparable to 10 times the DSP performance
of the current industry leader chips. Ten of the top 13 leading wirdess infragtructure
manufacturers are designing their 3G basestations using Tl's DSP technology.

3.4 ASICs

Although ASICs provide better performance a lower cost, their programmability declines as
ther leve of integration increases. The use of a commercid ASIC targeted a a specific error
correction dgorithm would be ingppropriate for any platform, and an FPGA or DSP
implementation would be a better choice.

The number of functions or features required al consume slicon area, which eguates to codt.
Any processng function, which is placed in dlicon, is totdly inflexible to change. Any
changes to sandards, bug fixes, better dgorithms, al equate to anew slicon design.

3.5 FPGAs

The dgnad processing requirements for military and commercid radio sysems employing
high data raie sgnds or soread spectrum modulation essily exceeds the processing speeds
currently avalable in off-the-shelf DSP microprocessors and General Purpose Processors.
Modern FPGAs are the only re-programmable components that can implement functions
beyond the capabilities of today's DSP microprocessors. In recent years, the FPGA has
advanced significantly in speed, Sze, and gate density.

These devices can provide the programmability of software, the high speed of hardware and
can be re-configured on a red-time bads with no physcd change to the hardware. It
combines the flexibility of a programmable DSP with the performance of apure ASIC.

New FPGA devices utilize extremdy smadl dlicon geometries dlowing both very high dock
speeds and low core voltages. Logic development has changed too, with rew design tools that
open up this area to software engineers, where once it was the redlm of the hardware
engineer. This means that agorithm and protocol development will be done in a more object-
oriented way, enabling the cregtion of more complex systems.
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Vey large FPGA devices are difficult to manufacture and hence extremdy expensve when
compared with DSPs. The largest FPGAS are priced similar to DSPs when comparing dollars
per theoreticd MMACS. However, this dtuation rapidly deterioraies if actual dgnd
processing capacity only reaches 25% of the maximum. For this case, the FPGA becomes
four times more expensive.

Now it is feasble to implement processor cores and DSP-based dgorithms within a single
FPGA. Algorithms that can be partitioned to process multiple signds in pardle can be more
efficiently implemented in an FPGA device. Compared to implementation in a processor,
such patitioning endbles the pardld cdculaion of many more MACs in an FPGA device
Modern FPGAs have aufficient capacity to fit multiple agorithms into a sngle device dong
with the interface circuitry required by the application, as a single chip solution. However,
the implementation of DSP dgorithms in FPGAs presents severd technica chalenges over
DSP microprocessors.

Certain FPGAs have specific interna logic to implement efficient DSP dgorithms, such as
the Xilinx Virtex-1l and Virtex-PRO families. All of the required processing of an SDR
system can thus be accomplished in FPGA devices.

3.6 Digital Down/Up Converters

The 2G and 3G multichannd digitd frequency downconverson has the following mgor
requirements:
Down conversion requirements-

?? Filter or isolate narrow band of frequencies from wideband source and rgect the
remainder of the band.

?? Trandate the isolated carrier down in frequency usualy from IF to baseband.
?? Reduce the data rate to some integer multiple of the information rate

Up converson requirements-

?? Trandate one or more narrow band signal sources up in frequency from baseband to
IF.

?? Combine the baseband sources to create one wideband signal
?? Increasethe datarateto adigital 1F rate.

Multirate Processing

The data is processed & more than one sample rate in a system. Two key multirate DSP
operations of decmation and interpolation ae efficent agorithms most often used to
decrease or increase the data rate a any given point in asystem.

Wideband multicarrier SDR is an example of a multirate sysem. This is because the
sanpling frequency a IF is fixed for many information dgnds on different carrier
frequencies. To move each carrier to baseband or 0 Hz, each carier must be shifted by a
different increment relative to the sampling frequency. However, the basgband bandpass
characterigtics must be the same for each carrier and the data rate must be an integer of the
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