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Foreword

This introduction takes a visionary look at ideal cognitive radios (CRs) that inte-
grate advanced software-defined radios (SDR) with CR techniques to arrive at
radios that learn to help their user using computer vision, high-performance
speech understanding, global positioning system (GPS) navigation, sophisticated
adaptive networking, adaptive physical layer radio waveforms, and a wide range
of machine learning processes.

CRs Know Radio Like TellMe® Knows 800 Numbers

When you dial 1-800-555-1212, a speech synthesis algorithm says “Toll Free
Directory Assistance powered by TellMe® Networks (www.tellme.com, Mountain
View, CA, 2005). Please say the name of the listing you want.” If you mumble it
says, “OK, United Airlines. If that is not what you wanted press 9, otherwise wait
while I look up the number.” Reportedly, some 99 percent of the time TellMe gets
it right, replacing the equivalent of thousands of directory assistance operators of
yore. TellMe, a speech-understanding system, achieves a high degree of success
by its focus on just one task: finding a toll-free telephone number. Narrow task
focus is one key to algorithm successes.

The cognitive radio architecture (CRA) is the building block from which to
build cognitive wireless networks (CWNs), the wireless mobile offspring of
TellMe. CRs and networks are emerging as practical, real-time, highly focused
applications of computational intelligence technology. CRs differ from the more
general artificial intelligence (Al) based services like intelligent agents, computer
speech, and computer vision in degree of focus. Like TellMe, CRs focus on
very narrow tasks. For CRs, the task is to adapt radio-enabled information serv-
ices to the specific needs of a specific user. TellMe, a network service, requires

Note: Adapted from J. Mitola III, Aware, Adaptive and Cognitive Radio: The Engineering
Foundations of Radio XML, Wiley, 2006.
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substantial network computing resources to serve thousands of users at once.
CWN:s, on the other hand, may start with a radio in your purse or on your belt, a
cell phone on steroids, focused on the narrow task of creating from the myriad
available wireless information networks and resources just what is needed by just
one user: you. Each CR fanatically serves the needs and protects the personal
information of just one owner via the CRA using its audio and visual sensory per-
ception and automated machine learning (AML).

TellMe is here and now, while CRs are emerging in global wireless research
centers and industry forums like the SDR Forum and Wireless World Research
Forum (WWRF). This book introduces the technologies to bootstrap CR systems,
introducing technical challenges and approaches, emphasizing CR as a technology
enabler for rapidly emerging commercial CWN services.

CRs See What You See, Discovering Radio Frequency Uses,
Needs, and Preferences

Although the common cell phone may have a camera, it lacks vision algorithms,
so it does not know what it is seeing. It can send a video clip, but it has no
perception of the visual scene in the clip. If it had vision-processing algorithms,
it could perceive and understand the visual scene. It could tell whether it were at
home, in the car, at work, shopping, or driving up the driveway on the way
home. If vision algorithms show it that you are entering your driveway in your
car, a CR could learn to open the garage door for you wirelessly. Thus, you
would not need to fish for the garage door opener, yet another wireless gadget.
In fact, you do not need a garage door opener anymore, once CRs enter the
market. To open the car door, you will not need a key fob either. As you approach
your car, your personal CR perceives the common scene and, as trained,
synthesizes the fob radio frequency (RF) transmission and opens the car door
for you.

CRs do not attempt everything. They learn about your radio use patterns
because they know a lot about radio, generic users, and legitimate uses of radio.
CRs have the a priori knowledge needed to detect opportunities to assist you with
your use of the radio spectrum accurately, delivering that assistance with mini-
mum intrusion.

Products realizing the visual perception of this vignette are demonstrated
on laptop computers today. Reinforcement learning (RL) and case-based reason-
ing (CBR) are mature AML technologies with radio network applications now
being demonstrated in academic and industrial research settings as technology

Xxii
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pathfinders for CR' and CWN.? Two or three Moore’s law cycles or 3 to 5 years
from now, these vision and learning algorithms will fit in your cell phone. In the
interim, CWNs will begin to offer such services, presenting consumers with new
tradeoffs between privacy and ultra-personalized convenience.

CRs Hear What You Hear, Augmenting Your Personal Skills

The cell phone on your waist is deaf. Although your cell phone has a microphone,
it lacks embedded speech-understanding technology, so it does not perceive what
it hears. It can let you talk to your daughter, but it has no perception of your
daughter, nor of the content of your conversation. If it had speech-understanding
technology, it could perceive your speech dialog. It could detect that you and your
daughter are talking about common subjects like homework or your favorite song.
With CR, speech algorithms would detect your daughter saying that your favorite
song is now playing on WDUV. As an SDR, not just a cell phone, your CR then
could tune to FM 105.5 so that you can hear “The Rose.”

With your CR, you no longer need a transistor radio. Your CR eliminates from
your pocket, purse or backpack yet another RF gadget. In fact, you may not need
iPOD®, Game Boy® and similar products as high-end CRs enter the market (or
iPODs or Game Boys with CR may become the single pocket pal instead: you never
know how market demand will shape products toward the “killer app,” do you?).
Your CR could learn your radio listening and information use patterns, accessing
songs, downloading games, snipping broadcast news, sports, and stock quotes as
you like as the CR re-programs its internal SDR to better serve your needs and
preferences. Combining vision and speech perception, as you approach your car your
CR perceives this common scene and, as you had the morning before, tunes your car
radio to WTOP for your favorite “Traffic and weather together on the eights.”

'Mitola’s reference for CR pathfinders.

2 Semantic Web: Researchers formulate CRs as sufficiently speech-capable to answer questions
about <Self/> and the <Self/> use of <Radio/> in support of its <Owner/>. When an ordinary con-
cept like “owner” has been translated into a comprehensive ontological structure of Computational
primitives, for example, via Semantic Web technology, the concept becomes a computational
primitive for autonomous reasoning and information exchange. Radio XML, an emerging CR
derivative of the eXtensible Markup Language, XML, offers to standardize such radio-scene per-
ception primitives. They are highlighted in this brief treatment by <Angle-brackets/>. All CR have
a <Self/>, a <Name/>, and an <Owner/>. The <Self/> has capabilities like <GSM/> and <SDR/>,
a self-referential computing architecture, which is guaranteed to crash unless its computing

ability is limited to real-time response tasks; this is appropriate for CR but may be too limiting

for general-purpose computing.
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For AML, CRs need to save speech, RF, and visual cues, all of which may be
recalled by the user, expanding the user’s ability to remember details of conversa-
tions and snapshots of scenes, augmenting the skills of the <owner/>.> Because of
the brittleness of speech and vision technologies, CRs try to “remember every-
thing” like a continuously running camcorder. Since CRs detect content, such as
speakers’ names, and keywords like “radio” and “song,” they can retrieve some
content asked for by the user, expanding the user’s memory in a sense. CRs thus
could enhance the personal skills of their users, such as memory for detail.

CRs Learn to Differentiate Speakers to Reduce Confusion

To further limit combinatorial explosion in speech, CR may form speaker models,
statistical summaries of the speech patterns of speakers, particularly of the
<Owner/>. Speaker modeling is particularly reliable when the <Owner/> uses the
CR as a cell phone to place a phone call. Contemporary speaker recognition algo-
rithms differentiate male from female speakers with high accuracy. With a few
different speakers to be recognized (i.e., fewer than 10 in a family) and with reli-
able side information like the speaker’s telephone number, today’s state-of-the-art
algorithms recognize individual speakers with better than 95 percent accuracy.

Over time, each CR learns the speech patterns of its <Owner/> in order to
learn from the <Owner/> and not be confused by other speakers. CR thus lever-
ages experience incrementally to achieve increasingly sophisticated dialog. Today,
a 3 GHz laptop supports this level of speech understanding and dialog synthesis in
real time, making it likely to be available in a cell phone in 3 to 5 years.

The CR must both know a lot about radio and learn a lot about you, the
<Owner/>, recording and analyzing personal information and thus placing a pre-
mium on trustworthy privacy technologies. Increased autonomous customization
of wireless service include secondary use of broadcast spectrum. Therefore, the
CRA incorporates speech recognition to enable learning without requiring over-
whelming amounts of training, allowing it to become sufficiently helpful without
being a nuisance.

More Flexible Secondary Use of Radio Spectrum

In 2004, the US Federal Communications Commission (FCC) issued a Report and
Order that radio spectrum allocated to TV, but unused in a particular broadcast

3Ibid.
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market, such as a rural area, could be used by CR as secondary users under Part
15 rules for low-power devices—for example, to create ad hoc networks. SDR
Forum member companies have demonstrated CR products with these elementary
spectrum perception and use capabilities. Wireless products—both military and
commercial—are realizing that the FCC vignettes already exist.

Complete visual and speech perception capabilities are not many years distant.
Productization is underway. Thus, many chapters of Bruce’s outstanding book
emphasize CR spectrum agility, suggesting pathways toward enhanced perception
technologies, with new long-term growth paths for the wireless industry. This
book’s contributors hope that it will help you understand and create new opportu-
nities for CR technologies.

Dr. Joseph Mitola II1
Tampa, Florida
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History and Background of

Cognitive Radio Technology

Bruce A. Fette
Communications Networks Division
General Dynamics C4 Systems
Scottsdale, AZ, USA

1.1 The Vision of Cognitive Radio

Just imagine if your cellular telephone, personal digital assistant (PDA), laptop,
automobile, and TV were as smart as “Radar” O’Reilly from the popular TV series
M*A*S*H.! They would know your daily routine as well as you do. They would
have things ready for you as soon as you ask, almost in anticipation of your need.
They would help you find people, things, and opportunities; translate languages; and
complete tasks on time. Similarly, if a radio were smart, it could learn services avail-
able in locally accessible wireless computer networks, and could interact with those
networks in their preferred protocols, so you would have no confusion in finding
the right wireless network for a video download or a printout. Additionally, it
could use the frequencies and choose waveforms that minimize and avoid interfer-
ence with existing radio communication systems. It might be like having a friend
in everything that’s important to your daily life, or like you were a movie director
with hundreds of specialists running around to help you with each task, or like
you were an executive with hundred assistants to find documents, summarize them
into reports, and then synopsize the reports into an integrated picture. A cognitive
radio is the convergence of the many pagers, PDAs, cell phones, and many other

!“Radar” O’Reilly is a character in the popular TV series M*A*S*H, which ran from 1972 to
1983. He always knew what the colonel needed before the colonel knew he needed it.
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Chapter 1

single-purpose gadgets we use today. They will come together over the next
decade to surprise us with services previously available to only a small select
group of people, all made easier by wireless connectivity and the Internet.

1.2 History and Background Leading to Cognitive Radio

The sophistication possible in a software-defined radio (SDR) has now reached the
level where each radio can conceivably perform beneficial tasks that help the user,
help the network, and help minimize spectral congestion. Radios are already
demonstrating one or more of these capabilities in limited ways. A simple example
is the adaptive digital European cordless telephone (DECT) wireless phone, which
finds and uses a frequency within its allowed plan with the least noise and interfer-
ence on that channel and time slot. Of these capabilities, conservation of spectrum
is already a national priority in international regulatory planning. This book leads
the reader through the technologies and regulatory considerations to support three
major applications that raise an SDR’s capabilities and make it a cognitive radio:

1. Spectrum management and optimizations.
2. Interface with a wide variety of networks and optimization of network resources.

3. Interface with a human and providing electromagnetic resources to aid the
human in his or her activities.

Many technologies have come together to result in the spectrum efficiency and
cognitive radio technologies that are described in this book. This chapter gives the
reader the background context of the remaining chapters of this book. These tech-
nologies represent a wide swath of contributions upon which cognitive technolo-
gies may be considered as an application on top of a basic SDR platform.

To truly recognize how many technologies have come together to drive cogni-
tive radio techniques, we begin with a few of the major contributions that have led
up to today’s cognitive radio developments. The development of digital signal
processing (DSP) techniques arose due to the efforts of such leaders as Alan
Oppenheim [1], Lawrence Rabiner [2, 3], Ronald Schaefer [3], Ben Gold, Thomas
Parks [4], James McClellen [4], James Flanagan [5], fred harris [6], and James
Kaiser. These pioneers® recognized the potential for digital filtering and DSP,
and prepared the seminal textbooks, innovative papers, and breakthrough signal

2This list of contributors is only a partial representative listing of the pioneers with whom the
author is personally familiar, and not an exhaustive one.
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processing techniques to teach an entire industry how to convert analog signal
processes to digital processes. They guided the industry in implementing new
processes that were entirely impractical in analog signal processing.

Somewhat independently, Cleve Moler, Jack Little, John Markel, Augustine
Gray, and others began to develop software tools that would eventually converge
with the DSP industry to enable efficient representation of the DSP techniques,
and would provide rapid and efficient modeling of these complex algorithms [7, 8].

Meanwhile, the semiconductor industry, continuing to follow Moore’s law [9],
evolved to the point where the computational performance required to implement
digital signal processes used in radio modulation and demodulation were not only
practical, but resulted in improved radio communication performance, reliability,
flexibility, and increased value to the customer. This meant that analog functions
implemented with large discrete components were replaced with digital functions
implemented in silicon, and consequently were more producible, less expensive,
more reliable, smaller, and of lower power [10].

During this same period, researchers all over the globe explored various tech-
niques to achieve machine learning and related methods for improved machine
behavior. Among these were analog threshold logic, which lead to fuzzy logic and
neural networks, a field founded by Frank Rosenblatt [11]. Similarly, languages to
express knowledge and to understand knowledge databases evolved from list
processing (LISP) and Smalltalk and from massive databases with associated
probability statistics. Under funding from the Defense Advanced Research
Projects Agency (DARPA), many researchers worked diligently on understanding
natural language and understanding spoken speech. Among the most successful
speech-understanding systems were those developed by Janet and Jim Baker (who
subsequently founded Dragon Systems) [12], and Kai Fu Lee et al. [13]. Both of
these systems were developed under the mentoring of Raj Reddy at Carnegie
Mellon. Today, we see Internet search engines reflecting the advanced state of
artificial intelligence (AI).

In networking, DARPA and industrial developers at Xerox, BBN Technologies,
IBM, ATT, and Cisco each developed computer-networking techniques, which
evolved into the standard Ethernet and Internet we all benefit from today. The
Internet Engineering Task Force (IETF), and many wireless-networking researchers
continue to evolve networking technologies with a specific focus on making radio
networking as ubiquitous as our wired Internet. These researchers are exploring
wireless networks that range from access directly via a radio access point to more
advanced techniques in which intermediate radio nodes serve as repeaters to for-
ward data packets toward their eventual destination in an ad hoc network topology.

3
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All of these threads come together as we arrive today at the cognitive radio era
(see Figure 1.1). Cognitive radios are nearly always applications that sit on top of
an SDR, which in turn is implemented largely from digital signal processors and
general-purpose processors (GPPs) built in silicon. In many cases, the spectral
efficiency and other intelligent support to the user arises by sophisticated network-
ing of many radios to achieve the end behavior, which provides added capability
and other benefits to the user.

Al Languages Cognitive Radio

and Knowledge  Network Infrastructure

Semiconductor Processor, DSP, Databases

A/D, and D/A Architectures Wireless
Networking

Cognitive Radio
Protocols and

Math and Signal Etiquettes

Processing Tool
Development

RN
=

Source Coding of
Speech, Imagery,
Video, and Data

The
Ultimate
Cognitive
Radio

Standardized Cognitive Radio

DSP Regulatory ~ Cognitive Radio  Bysiness Model
Technologies Support Architecture
1970s 1980s 1990s 2000s 2006

Figure 1.1: Technology timeline. Synergy among many technologies converge to enable the
SDR. In turn, the SDR becomes the platform of choice for the cognitive radio.

1.3 A Brief History of SDR

An SDR is a radio in which the properties of carrier frequency, signal bandwidth,
modulation, and network access are defined by software. Today’s modern SDR
also implements any necessary cryptography; forward error correction (FEC) cod-
ing; and source coding of voice, video, or data in software as well. As shown in
the timeline of Figure 1.2, the roots of SDR design go back to 1987, when Air
Force Rome Labs (AFRL) funded the development of a programmable modem as
an evolutionary step beyond the architecture of the integrated communications,
navigation, and identification architecture (ICNIA). ICNIA was a federated design
of multiple radios, that is, a collection of several single-purpose radios in one box.
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Figure 1.2: SDR timeline. Images of ICNIA, SPEAKeasy | (SE-1), SPEAKeasy Il (SE-II), and
Digital Modular Ratio (DMR) on their contract award timelines and corresponding
demonstrations. These radios are the early evolutionary steps that lead to today’s SDR.

Today’s SDR, in contrast, is a general-purpose device in which the same radio
tuner and processors are used to implement many waveforms at many frequencies.
The advantage of this approach is that the equipment is more versatile and cost-
effective. Additionally, it can be upgraded with new software for new waveforms
and new applications after sale, delivery, and installation. Following the program-
mable modem, AFRL and DARPA joined forces to fund the SPEAKeasy I and
SPEAKeasy II programs.

SPEAKeasy I was a six-foot-tall rack of equipment (not easily portable), but it
did demonstrate that a completely software-programmable radio could be built,
and included a software-programmable cryptography chip called Cypress, with soft-
ware cryptography developed by Motorola (subsequently purchased by General
Dynamics). SPEAKeasy II was a complete radio packaged in a practical radio size
(the size of a stack of two pizza boxes), and was the first SDR to include programma-
ble voice coder (vocoder), and sufficient analog and DSP resources to handle many
different kinds of waveforms. It was subsequently tested in field conditions at Ft.
Irwin, California, where its ability to handle many waveforms underlined its
extreme usefulness, and its construction from standardized commercial off-the-shelf
(COTS) components was a very important asset in defense equipment. SPEAKeasy
II subsequently evolved into the US Navy’s digital modular radio (DMR), becoming
a four-channel full duplex SDR, with many waveforms and many modes, able to
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Figure 1.3: Basic software architecture of a modern SDR.? Standardized APIs are defined
for the major interfaces to assure software portability across many very different hardware
platform implementations. The software has the ability to allocate computational resources
to specific waveforms. It is normal for an SDR to support many waveforms in order to
interface to many networks, and thus to have a library of waveforms and protocols.

be remotely controlled over an Ethernet interface using Simple Network Manage-
ment Protocol (SNMP).

These SPEAKeasy II and DMR products evolved not only to define these
radio waveform features in software, but also to develop an appropriate software
architecture to enable porting the software to an arbitrary hardware platform, and
thus to achieve hardware independence of the waveform software specification.
This critical step allows the hardware to separately evolve its architecture inde-
pendently from the software, and thus frees the hardware to continue to evolve
and improve after delivery of the initial product.

The basic hardware architecture of a modern SDR (Figure 1.3) provides suffi-
cient resources to define the carrier frequency, bandwidth, modulation, any

3BIST: built-in self-test; CORBA: Common Object Request Broker Architecture; HW: hardware;
MAC: medium access control; OS: operating system; PHY: physical (layer); POSIX: Portable
Operating System Interface; WF: waveform.
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Figure 1.4: Basic hardware architecture of a modern SDR.* The hardware provides sufficient
resources to define the carrier frequency, bandwidth, modulation, any necessary crypto-
graphy, and source coding in software. The hardware resources may include mixtures of GPPs,
DSPs, FPGAs, and other computational resources, sufficient to include a wide range of
modulation types.

necessary cryptography, and source coding in software. The hardware resources
may include mixtures of GPPs, DSPs, field-programmable gate arrays (FPGAs),
and other computational resources, sufficient to include a wide range of modula-
tion types (see Section 1.4.1). In the basic software architecture of a modern SDR
(Figure 1.4), the application programming interfaces (APIs) are defined for the
major interfaces to assure software portability across many very different hard-
ware platform implementations, as well as to assure that the basic software infra-
structure supports a wide diversity of waveform applications without having to be
rewritten for each waveform or application. The software has the ability to allo-
cate computational resources to specific waveforms (see Section 1.4.2). It is nor-
mal for an SDR to support many waveforms in order to interface to many
networks, and thus to have a library of waveforms and protocols.

The SDR Forum was founded in 1996 by Wayne Bonser of AFRL to develop
industry standards for SDR hardware and software that could assure that the soft-
ware not only ports across various hardware platforms, but also defines standard-
ized interfaces to facilitate porting software across multiple hardware vendors and
to facilitate integration of software components from multiple vendors. The SDR
Forum is now a major influence in the SDR industry, dealing not only with stan-
dardization of software interfaces but many other important enabling technology

4A/D: analog to digital; AGC: automatic gain control; D/A: digital to analog; IF: intermediate
frequency; LNA: low-noise amplifier; RF: radio frequency.
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issues in the industry from tools, to chips, to applications, to cognitive radio and
spectrum efficiency. The SDR Forum currently has a Cognitive Radio Working
Group, which is preparing papers to advance both spectrum efficiency and cogni-
tive radio applications. In addition, special interest groups within the Forum have
interests in these topics.

The SDR Forum Working Group is treating cognitive radio and spectrum effi-
ciency as applications that can be added to an SDR. This means that we can begin
to assume an SDR as the basic platform upon which to build most new cognitive
radio applications.

1.4 Basic SDR

In this section, we endeavor to provide the reader with background material to
provide a basis for understanding subsequent chapters.

1.4.1 The Hardware Architecture of an SDR

The basic SDR must include the radio front-end, the modem, the cryptographic
security function, and the application function. In addition, some radios will also
include support for network devices connected to either the plain text side or the
modem side of the radio, allowing the radio to provide network services and to be
remotely controlled over the local Ethernet.

Some radios will also provide for control of external radio frequency (RF)
analog functions such as antenna management, coax switches, power amplifiers,
or special-purpose filters. The hardware and software architectures should allow
RF external features to be added if or when required for a particular installation or
customer requirement.

The RF front-end (RFFE) consists of the following functions to support the
receive mode: antenna-matching unit, low-noise amplifier, filters, local oscillators,
and analog-to-digital (A/D) converters (ADCs) to capture the desired signal and
suppress undesired signals to a practical extent. This maximizes the dynamic
range of the ADC available to capture the desired signal.

To support the transmit mode, the RFFE will include digital-to-analog (D/A)
converters (DACSs), local oscillators, filters, power amplifiers, and antenna-matching
circuits. In transmit mode, the important property of these circuits is to synthesize
the RF signal without introducing noise and spurious emissions at any other fre-
quencies that might interfere with other users in the spectrum.
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Figure 1.5: Traditional digital receiver signal processing block diagram.®

The modem processes the received signal or synthesizes the transmitted sig-
nal, or both for a full duplex radio. In the receive process (Figure 1.5), the modem
will shift the carrier frequency of the desired signal to a specific frequency nearly
equivalent to heterodyne shifting the carrier frequency to direct current (DC), as
perceived by the digital signal processor, to allow it to be digitally filtered. The
digital filter provides a high level of suppression of interfering signals not within
the bandwidth of the desired signal. The modem then time-aligns and de-spreads
the signal as required, and refilters the signal to the information bandwidth. Next the
modem time-aligns the signal to the symbol or baud time so that it can optimally
align the demodulated signal with expected models of the demodulated signal.
The modem may include an equalizer to correct for channel multipath artifacts,
and for filtering and delay distortions. It may also optionally include rake filtering
to optimally cohere multipath components for demodulation. The modem will
compare the received symbols with the possible received symbols and make a best
possible estimate of which symbols were transmitted. Of course, if there is a weak
signal or strong interference, some symbols may be received in error. If the wave-
form includes FEC coding, the modem will decode the received sequence of
encoded symbols by using the structured redundancy introduced in the coding
process to detect and correct the encoded symbols that were received in error.

>1/Q, meaning “in phase and quadrature,” is the real part and the imaginary part of the complex-
valued signal after being sampled by the ADC(s) in the receiver, or as synthesized by the modem
and presented to the DAC in the transmitter.
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The process the modem performs for transmit (Figure 1.6) is the inverse of
that for receive. The modem takes bits of information to be transmitted, groups the
information into packets, adds a structured redundancy to provide for error correc-
tion at the receiver, groups bits to be formed into symbols, selects a wave shape to
represent each symbol, synthesizes each wave shape, and filters each wave shape
to keep it within its desired bandwidth. It may spread the signal to a much wider
bandwidth by multiplying the symbol by a wideband waveform which is also gen-
erated by similar methods. The final waveform is filtered to match the desired
transmit signal bandwidth. If the waveform includes a time-slotted structure such
as time division multiple access (TDMA) waveforms, the radio will wait for the
appropriate time while placing samples that represent the waveform into an output
first in, first out (FIFO) buffer ready to be applied to the DAC. The modem must
also control the power amplifier and the local oscillators to produce the desired
carrier frequency, and must control the antenna-matching unit to minimize voltage
standing wave radio (VSWR). The modem may also control the external RF ele-
ments, including transmit versus receive mode, carrier frequency, and smart antenna
control. Considerable detail on the architecture of SDR is given by Reed [14].

Bits from
Application
Layer .
N%\gr?trrt)llng L Bit to Symbol
—Pp > and Optional # Outer FEC 1 Inner FEC P .
Message Cryptography Mapping
Analysis
Optional Queuing
NisallEGr Spectral Spreading, Predistortion for Media )
™ Shaping Optional PA Compensation Access > Transmit
Shaping Control Q
Waveform

Figure 1.6: Traditional transmit signal processing block diagram.

to D/A

The cryptographic security function must encrypt any information to be trans-
mitted. Because the encryption processes are unique to each application, these
cannot be generalized. The Digital Encryption Standard (DES) and the Advanced
Encryption Standard (AES) from the US National Institute of Standards and
Technology (NIST) provide example cryptographic processes [15, 16]. In addition
to providing the user with privacy for voice communication, cryptography also
plays a major role in assuring that the billing is to an authenticated user terminal.
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In the future, it will also be used to authenticate transactions of delivering soft-
ware and purchasing services. In future cognitive radios, the policy functions that
define the radios’ allowed behaviors will also be cryptographically sealed to pre-
vent tampering with regulatory policy as well as network operator policy.

The application processor will typically implement a vocoder, a video coder,
and/or a data coder, as well as selected web browser functions. In each case, the
objective is to use knowledge of the properties of the digitized representation of
the information to compress the data rate to an acceptable level for transmission.
Voice, video, and data coding typically utilize knowledge of the redundancy in the
source signal (speech or image) to compress the data rate. Compression factors
typically in excess of 10:1 are achieved in voice coding, and up to 100:1 in video
coding. Data coding has a variety of redundancies within the message, or between
the message and common messages sent in that radio system. Data compression
ranges from 10 to 50 percent, depending on how much redundancy can be identi-
fied in the original information data stream.

Typically, speech and video applications run on a DSP processor. Text and
web browsing typically run on a GPP. As speech recognition technology contin-
ues to improve its accuracy, we can expect that the keyboard and display will be
augmented by speech input and output functionality. On cognitive radios with
adequate processors, it may be possible to run speech recognition and synthesis
on the cognitive radio, but early units may find it preferable to vocode the voice,
transmit the voice to the base station, and have recognition and synthesis per-
formed at an infrastructure component. This will keep the complexity of the
portable units smaller.

1.4.2 Computational Processing Resources in an SDR

The design of an SDR must anticipate the computational resources needed to
implement its most complex application. The computational resources may
consist of GPPs, DSPs, FPGAs, and occasionally will include other chips that
extend the computational capacity. Generally, the SDR vendor will avoid inclu-
sion of dedicated-purpose non-programmable chips because the flexibility to
support waveforms and applications is limited, if not rigidly fixed, by non-
programmable chips.

Currently, an example GPP selected by many SDR developers is the PowerPC.
The PowerPC is available from several vendors. This class of processor is readily
programmed in standard C or C+ + language, supports a very wide variety of
addressing modes, floating point and integer computation, and a large memory
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space, usually including multiple levels of on-chip and off-chip cache memory.
These processors currently perform more than 1 billion mathematical operations
per second (mops).® GPPs in this class usually pipeline the arithmetic functions
and decision logic functions several levels deep in order to achieve these speeds.
They also frequently execute many instructions in parallel, typically performing
the effective address computations in parallel with arithmetic computation, logic
evaluations, and branch decisions.

Most important to the waveform modulation and demodulation processes is
the speed at which these processors can perform real or complex multiply accu-
mulates. The waveform signal processing represents more than 90 percent of the
total computational load in most waveforms, although the protocols to participate
in the networks frequently represent 90 percent of the lines of code. Therefore,
it is of great importance to the hardware SDR design that the SDR architecture
include DSP-type hardware multiply accumulate functions, so that the signal
processes can be performed at high speed, and GPP-type processors for the
protocol stack processing.

DSPs are somewhat different than GPPs. The DSP internal architecture is
optimized to be able to perform multiply accumulates very fast. This means they
have one or more multipliers and one or more accumulators in hardware. Usually
the implication of this specialization is that the device has a somewhat unusual
memory architecture, usually partitioned so that it can fetch two operands simulta-
neously and also be able to fetch the next software instruction in parallel with the
operand fetches. Currently, DSPs are available that can perform fractional mathe-
matics (integer) multiply accumulate instructions at rates of 1 GHz, and floating
point multiply accumulates at 600 MHz. DSPs are also available with many paral-
lel multiply accumulate engines, reporting rates of more than 8 Gmops. The other
major feature of the DSP is that it has far fewer and less sophisticated addressing
modes. Finally, DSPs frequently utilize modifications of the C language to more
efficiently express the signal processing parallelism and fractional arithmetic, and
thus maximize their speed. As a result, the DSP is much more efficient at signal
processing but less capable to accommodate the software associated with the
network protocols.

FPGAs have recently become capable of providing tremendous amounts of
multiply accumulate operations on a single chip, surpassing DSPs by more than

®The mops take into account mathematical operations required to perform an algorithm, but not
the operations to calculate an effective memory address index, or offset, nor the operations to
perform loop counting, overflow management, or other conditional branching.
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an order of magnitude. By defining the on-chip interconnect of many gates, more
than 100 multiply accumulators can be arranged to perform multiply accumulate
processes at frequencies of more than 200 MHz. In addition to the DSP, FPGAs
can also provide the timing logic to synthesize clocks, baud rate, chip rate, time
slot, and frame timing, thus leading to a reasonably compact waveform implemen-
tation. By expressing all of the signal processing as a set of register transfer
operations and multiply accumulate engines, very complex waveforms can be
implemented in one chip. Similarly, complex signal processes that are not effi-
ciently implemented on a DSP, such as Cordic operations, log magnitude opera-
tions, and difference magnitude operations, can all have the specialized hardware
implementations required for a waveform when implemented in FPGAs.

The downside of using FPGA processors is that the waveform signal process-
ing is not defined in traditional software languages such as C, but in VHDL, a lan-
guage for defining hardware architecture and functionality. The radio waveform
description in very high-speed integrated circuit (VHSIC) Hardware Design
Language (VHDL), although portable, is not a sequence of instructions and therefore
not the usual software development paradigm. At least two companies are working
on new software development tools that can produce the required VHDL, some-
what hiding this language complexity from the waveform developer. In addition,
FPGA implementations tend to be higher power and more costly than DSP chips.

All three of these computational resources demand significant off-chip mem-
ory. For example, a GPP may have more than 128 Mbytes of off-chip instruction
memory to support a complex suite of transaction protocols for today’s telephony
standards.

Today’s SDRs provide a reasonable mix of these computational alternatives to
assure that a wide variety of desirable applications can in fact be implemented at
an acceptable resource level.

In today’s SDRs, dedicated-purpose application-specific integrated circuit
(ASIC) chips are avoided because the signal processing resources cannot be
reprogrammed to implement new waveform functionality.

1.4.3 The Software Architecture of an SDR

The objective of the software architecture in an SDR is to place waveforms and
applications onto a software-based radio platform in a standardized way. These
waveforms and applications are installed, used, and replaced by other applications
as required to achieve the user’s objectives. To make the waveform and applica-
tion interfaces standardized, it is necessary to make the hardware platform present
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a set of highly standardized interfaces. This way, vendors can develop their wave-
forms independent of the knowledge of the underlying hardware. Similarly, hard-
ware developers can develop a radio with standardized interfaces, which can
subsequently be expected to run a wide variety of waveforms from standardized
libraries. This way, the waveform development proceeds by assuming a standard-
ized set of interfaces (APIs) for the radio hardware, and the radio hardware trans-
lates commands and status messages crossing those interfaces to the unique
underlying hardware through a set of common drivers.

In addition, the method by which a waveform is installed into a radio, acti-
vated, deactivated, and de-installed, and the way in which radios use the standard
interfaces must be standardized so that waveforms are reasonably portable to
more than one hardware platform implementation.

According to Christensen et al., “The use of published interfaces and industry
standards in SDR implementations will shift development paradigms away from
proprietary tightly coupled hardware software solutions” [17]. To achieve this, the
SDR radio is decomposed into a stack of hardware and software functions, with
open standard interfaces. As was shown in Figure 1.3, the stack starts with the
hardware and the one or more data buses that move information among the various
processors. On top of the hardware, several standardized layers of software are
installed. This includes the boot loader, the operating system (OS); the board sup-
port package (BSP, which consists of input/output drivers that know how to con-
trol each interface); and a layer called the hardware abstraction layer (HAL). The
HAL provides a method for GPPs to communicate with DSPs and FPGA processors.

The US Government has defined a standardized software architecture, known
as the Software Communication Architecture (SCA), which has also been adopted
by defense contractors of many other countries worldwide. The SCA is a core
framework to provide a standardized process for identifying the available compu-
tational resources of the radio, matching those resources to the required resources
for an application. The SCA is built upon a standard set of OS features called
POSIX,” which also has standardized APIs to perform OS functions such as file
management and computational thread/task scheduling.

The SCA core framework is the inheritance structure of the open application
layer interfaces and services, and provides an abstraction of underlying software
and hardware layers. The SCA also specifies a Common Object Request Broker

7POSIX is the collective name of a family of related standards specified by the IEEE to define the
API for software compatible with variants of the Unix OS. POSIX stand for portable operating
system interface, with the X signifying the Unix heritage of the API [18].
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Architecture (CORBA) middleware, which is used to provide a standardized
method for software objects to communicate with each other, regardless of which
processor they have been installed on (think of it as a software data bus). The
SCA also provides a standardized method of defining the requirements for each
application, performed in eXtensible Markup Language (XML). The XML is parsed
and helps to determine how to distribute and install the software objects. In summary,
the core framework provides a means to configure and query distributed software
objects, and in the case of SDR, these will be waveforms and other applications.

These applications will have many reasons to interact with the Internet as well
as many local networks; therefore, it is also common to provide a collection of
standardized radio services, network services, and security services, so that each
application does not need to have its own copy of Internet Protocol, and other
commonly used functions.

1.4.4 Java Reflection in a Cognitive Radio

Cognitive radios need to be able to tell other cognitive radios what they are
observing that may affect the performance of the radio communication channel.
The receiver can measure signal properties and can even estimate what the trans-
mitter meant to send, but it also needs to be able to tell the transmitter how to
change its waveform in ways that will suppress interference. In other words, the
cognitive radio receiver needs to convert this information into a transmitted mes-
sage to send back to the transmitter.

Figure 1.7 presents a basic diagram for understanding cognitive radios. In this
figure, the receiver (radio 2) can use Java reflection to ask questions about the
internal parameters inside the receive modem, which might be useful to under-
stand link performance. Measurements common in the design of a receiver, such
as the signal-to-noise ratio (SNR), frequency offset, timing offset, or equalizer
taps, can be read by the Java reflection. By examining these radio properties, the
receiver can determine what change at the transmitter (radio 1) will improve the
most important objective of the communication (such as saving battery life). From
that Java reflection, the receiver formulates a message onto the reverse link, multi-
plexes it into the channel, and observes whether the transmitter making that
change results in an improvement in link performance.

1.4.5 Smart Antennas in a Cognitive Radio

Current radio architectures are exploring the uses of many types of advanced
antenna concepts. A smart radio needs to be able to tell what type of antenna is
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Figure 1.7: Java reflection allows the receiver to examine the state variables of the transmit
and receive modem, thereby allowing the cognitive radio to understand what the communi-
cations channel is doing to the transmitted signal [19]. Copyright 2003 SDR Forum.

available, and to make full use of its capabilities. Likewise, a smart antenna
should be able to tell a smart radio what its capabilities are.

Smart antennas are particularly important to cognitive radio, in that certain
functionalities can provide very significant amounts of measurable performance
enhancement. As detailed in Chapter 5, if we can reduce transmit power, and
thereby allow transmitters to be closer together on the same frequency, we can
reduce the geographic area dominated by the transmitter, and thus improve the
overall spectral efficiency metric of MHz-km?.

A smart transmit antenna can form a beam to focus transmitted energy in the
direction of the intended receiver. At frequencies of current telecommunication
equipment in the range of 800—1800 MHz, practical antennas can easily provide
6-9 dB of gain toward the intended receiver. This same beamforming reduces the
energy transmitted in other directions, thereby improving the usability of the same
frequency in those directions.

A radio receiver may also be equipped with a smart antenna for receiving.

A smart receive antenna can synthesize a main lobe in the desired direction of the
intended transmitter, as well as synthesize a deep null in the direction of interfer-
ing transmitters. It is not uncommon for a practical smart antenna to be able to
synthesize a 20 dB null to suppress interference. This amount of interference sup-
pression has much more impact on the MHz-km? metric than being able to
transmit 20 dB more transmit power.

The utility of the smart antenna at allowing other radio transmitters to be
located nearby is illustrated in Figure 1.8.
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Figure 1.8: Utility of smart antennas.
A smart antenna allows a transmitter
(T) to focus its energy toward the
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1.5 Spectrum Management

The immediate interest to regulators in fielding cognitive radios is to provide new
capabilities that support new methods and mechanisms for spectrum access and
utilization now under consideration by international spectrum regulatory bodies.
These new methodologies recognize that fixed assignment of a frequency to one
purpose across huge geographic regions (often across entire countries) is quite
inefficient. Today, this type of frequency assignment results in severe underutiliza-
tion of the precious and bounded spectrum resource. The Federal Communications
Commission (FCC; for commercial applications) and the National Telecommuni-
cations and Information Administration (NTIA; for federal applications) in the
United States, as well as corresponding regulatory bodies of many other countries,
are exploring the question of whether better spectrum utilization could be achieved
given some intelligence in the radio and in the network infrastructure.

This interest also has led to developing new methods to manage spectrum
access in which the regulator is not required to micromanage every application,
every power level, antenna height, and waveform design. Indeed, the goal of mini-
mizing interference with other systems with other purposes may be reasonably
automated by the cognitive radio. With a cognitive radio, the regulator could
define policies at a higher level, and expect the equipment and the infrastructure to
resolve the details within well-defined practical boundary conditions such as
available frequency, power, waveform, geography, and equipment capabilities.
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In addition, the radio is expected to utilize whatever etiquette or protocol defines
cooperative performance for network membership.

In the United States, which has several broad classes of service, the FCC has
held meetings with license holders, who have various objectives. There are license
holders who retain their specific spectrum for public safety and for other such
public purposes such as broadcast of AM, FM, and TV. There are license holders
who purchased spectrum specifically for commercial telecommunications pur-
poses. There are license holders for industrial applications, as well as those for
special interests.

Many frequencies are allocated to more than one purpose. An example of this
is a frequency allocated for remote control purposes—many garage door opener
companies and automobile door lock companies have developed and deployed
large quantities of products using these remote control frequencies. In addition,
there are broad chunks of spectrum for which NTIA has defined frequency and
waveform usage, and how the defense community will use spectrum in a process
similar to that used by the FCC for commercial purposes.

Finally, there are spectrum commons and unlicensed blocks. In these frequen-
cies, there is overlapping purpose among multiple users, waveforms, and geogra-
phy. An example of spectrum commons is the 2.4 GHz band, discussed in Section
1.5.1. The following sections touch on new methods for spectrum management,
and how they lead to spectrum efficiency.

1.5.1 Managing Unlicensed Spectrum

The 2.4 and 5 GHz band are popularly used for wireless computer networking.
These bands, and others, are known as the industrial, scientific, medical (ISM)
bands. Energy from microwave ovens falls in the 2.4 GHz band. Consequently, it
is impractical to license that band for a particular purpose. However, WiFi®
(802.11) and Bluetooth applications are specifically designed to coexist with a
variety of interference waveforms commonly found in this band as well as with
each other. Various types of equipment utilize a protocol to determine which fre-
quencies or time slots to use and keep trying until they find a usable channel.
They also acknowledge correct receipt of transmissions, retransmitting data pack-
ets when collisions cause uncorrectable bit errors.

Although radio communication equipment and applications defined in these
bands may be unlicensed, they are restricted to specific guidelines about what fre-
quencies are used and what effective isotropic radiated power (EIRP) is allowed.
Furthermore, they must accept any existing interference (such as that from
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microwave ovens and diathermy machines), and they must not interfere with any
applications outside this band.

Bluetooth and 802.11 both use waveforms and carrier frequencies that keep
their emissions inside the 2.4 GHz band. Both use methods of hopping to frequen-
cies that successfully communicate and to error correct bits or packets that are
corrupted by interference. Details of Bluetooth and 802.11 waveform properties
are shown in Table 1.1.

The 802.11 waveform can successfully avoid interference from microwave
ovens because each packet is of sufficiently short duration that a packet can be
delivered at a frequency or during a time period while the interference is minimal.
Bluetooth waveforms are designed to hop to many different frequencies very rap-
idly, and consequently the probability of collision with a strong 802.11 or micro-
wave is relatively small and correctable with error correcting codes.

The regulation of the 2.4 and 5 GHz bands consists of setting the spectrum
boundaries, defining specific carrier frequencies that all equipment is to use, and
limiting the EIRP. As shown in Table 1.1, the maximum EIRP is 1 W or less for
most of the wireless network products, except for the metropolitan WiMAX serv-
ice, and the FCC-type acceptance is based on the manufacturer demonstrating
EIRP and frequency compliance.

It is of particular interest to note that each country sets its own spectral and
EIRP rules with regard to these bands. Japan and Europe each have regulatory
rules for these bands that are different from those of the United States. Consequently,
manufacturers may either (a) make three models, (b) make one model with a
switch to select to which country the product will be sold, (c) make a model that
is commonly compliant to all regional requirements, or (d) make a model that is
capable of determining its current location and implement the local applicable
rules. Method (d) is an early application of cognitive techniques.

1.5.2 Noise Aggregation

Communication planners worry that the combined noise from many transmitters
may add together and thereby increase the noise floor at the receiver of an impor-
tant message, perhaps an emergency message. It is well understood that noise
power sums together at a receiver. If a receiver antenna is able to see the emis-
sions of many transmitters on the same desired frequency and time slot, increasing
the noise floor will reduce the quality of the signal at the demodulator, in turn
increasing the bit error rate, and possibly rendering the signal useless. If the inter-
fering transmitters are all located on the ground in an urban area, the interference
power from these transmitters decays approximately as the reciprocal of %
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Table 1.1: Properties of 802.11, Bluetooth, ZigBee, and WiMAX waveforms.

Standard Name/description Carrier frequency Modulation Data rate Tx Pwr; EIRP
802.11a WiFi; WLAN 5 GHz, 12 channels 52 carriers of OFDM, 48 data, 54, 48, 36,27, | 12-30dBm
(802.11g = (8 indoor, 4 point to 4 pilot, BPSK, QPSK, 16 24,1, 8, 12,
both 802.11a point) QAM, or 64 QAM, carrier 9, and 6 Mbps
and 802.11b) separation = 0.3125 MHz,
symbol duration = 4 s,
with cyclic prefix = 0.8 s,
Vitterbi R = 1/2, 2/3, 3/4
802.11b WiFi; WLAN 2.4 GHz, 3 channels CCK, DBPSK, DQPSK with 11, 5.5, and 12-30dBm
DSSS 1.0 Mbps
802.15.1 Bluetooth; WPAN 2.4-2.4835GHz, 79 GFSK (deviation = 57.6, 432.6, 0-20dBm
channels each 1 MHz 140-175KHz) and 721 Kbps,
wide, adaptive 2.1 Mbps
frequency hopping at
1600 Hops/s
802.15.4 ZigBee; WPAN 868.3 MHz, 1 channel; 32 chip symbols for 16 ary 250 Kbps at —3-10dBm
902-928 MHz, orthogonal modulation with 2.4 GHz; 40
10 channels with OQPSK spreading at 2.0 Mcps | and 20 Kbps
2 MHz spacing; (2.4 GHz); DBPSK with BPSK | at 868 and
2405-2483.5 MHz, spreading at 300 Kcps 915 MHz
16 channels with (868 MHz) or 600 Kcps
5 MHz spacing (915MHz)
802.16 WiMax, Wibro; 2-11 GHz (802.16a), OFDM, SOFDM: 2048, 70 Mbps 40dBm; EIRP =
WMAN 10-66 GHz (802.16); 1024, 512, 256, and 128 FFT; 57.3dBm

BW = 1.25, 5, 10,
and 20 MHz

carriers, each QPSK, 16 QAM,
or 64 QAM; symbol rate =
102.9 ps
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(a detailed explanation of the exponents of range, r, is found in the Appendix to
Chapter 5). The total noise received is the sum of the powers of all such interfer-
ing transmitters. Even transmitters whose received power level is below the noise
floor also add to the noise floor. However, signals whose power level is extremely
small compared to the noise floor have little impact on the noise floor. If there are
100 signals each 20 dB below the noise, then that noise power will sum equal to
the noise, and raise the total noise floor by 3 dB. Similarly, if there are 1000 trans-
mitters, each 30 dB below the noise floor, they can raise the noise floor by 30 dB
(see the Appendix to Chapter 5 for an explanation). However, the additional noise
is usually dominated by the one or two interfering transmitters that are closest to
the receiver.

In addition, we must consider the significant effect of personal communication
devices, which are becoming ubiquitous. In fact, one person may have several
devices all at close range to each other. Cognitive radios will be the solution to
this spectral noise and spectral crowding, and will evolve to the point of deployed
science just in time to help with the aggregated noise problems of many personal
devices all attempting to communicate in proximity to each other.

1.5.3 Aggregating Spectrum Demand and Use of Subleasing Methods

Many applications for wireless service operate with their own individual licensed
spectra. It is rare that each service is fully consuming its available spectrum.
Studies show that spectrum occupancy seems to peak at about 14 percent, except
under emergency conditions, where occupancy can reach 100 percent for brief
periods of time. Each of these services does not wish to separately invest in their
own unique infrastructure. Consequently, it is very practical to aggregate these
spectral assignments to serve a user community with a combined system. The
industry refers to a collection of services of this type as a trunked radio. Trunked
radio base stations have the ability to listen to many input frequencies. When a
user begins to transmit, the base station assigns an input and an output frequency
for the message and notifies all members of the community to listen on the
repeater downlink frequency for the message. Trunking aggregates the available
spectrum of multiple users and is therefore able to deliver a higher quality of
service while reducing infrastructure costs to each set of users and reducing the
total amount of spectrum required to serve the community.

Both public safety and public telephony services benefit from aggregating
spectrum and experience fluctuating demands, so each could benefit from the abil-
ity to borrow spectrum from the other. This is a much more complex situation,
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however. Public safety system operators must be absolutely certain that they can
get all the spectrum capacity they need if an emergency arises. Similarly, they
might be able to appreciate the revenue stream from selling access to their spec-
trum to commercial users who have need of access during times when no emer-
gency conditions exist.

1.5.4 Priority Access®

If agreements can be negotiated between spectrum license holders and spectrum
users who have occasional peak capacity needs, it is possible to define protocols
to request access, grant access, and withdraw access. Thus, an emergency public
service can temporarily grant access to its spectrum in exchange for monetary
compensation. Should an emergency arise, the emergency public service can with-
draw its grant to access, thereby taking over priority service.

In a similar fashion, various classes of users can each contend for spectrum
access, with higher-priority users being granted access before other users. This
might be relevant, for example, if police, fire, or military users need to use the cel-
lular infrastructure during an emergency. Their communications equipment can
indicate their priority to the communications infrastructure, which may in turn
grant access for these highest-priority users first.”

By extension, a wide variety of grades of service for commercial users may
also prioritize sharing of commercially licensed spectrum. Users who are willing
to pay the most may get high priority for higher data rates for their data packets.
The users who pay least would get service only when no other grades of service
are consuming the available bandwidth.

1.6 US Government Roles in Cognitive Radio

1.6.1 DARPA

Paul Kolodzy was a Program Manager at DARPA when he issued a Broad Area
Announcement (BAA) calling for an industry day on the NeXt Generation (XG)
program to explore how XG communications could not only make a significant
impact on spectral efficiency of defense communications, but also significantly
reduce the complexity of defining the spectrum allocation for each defense user.

8 Cellular systems already support priority access; however, there is reported to be little control
over the allocation of priority or the enforcement process.
9This technique is implemented in code division multiple access (CDMA) cellular communications.
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Shortly after proposals were sent in to DARPA, Kolodzy moved to the FCC to
further explore this question and Preston Marshall became the DARPA program
manager. Under Marshall’s XG program, several contractors demonstrated that a
cognitive radio could achieve substantial spectral efficiency in a non-interfering
method, and that the spectrum allocation process could be simplified. Basic prin-
ciples of spectrum efficiency are discussed by Marshall in Chapter 5.

In the same time frame, Jonathan Smith worked as a DARPA project manager
to develop intelligent network protocols that could learn and adapt to the proper-
ties of wireless channels to optimize performance under current conditions. Some
of this work is discussed in Chapter 9.

1.6.2 FCC

On May 19, 2003, the FCC held a hearing to obtain industry comments on cogni-
tive radio. Participants from the communications industry, radio and TV broad-
casters, public safety officers, telecommunications systems operators, and public
advocacy participants all discussed how this technology might interact with the
existing spectrum regulatory process. Numerous public meetings were held subse-
quently to discuss the mechanics of such systems, and their impact on existing
license holders of spectrum (see Section 1.4 and Chapter 2). The FCC has been
actively engaged with industry and very interested in leveraging this technology.

1.6.3 NSF/CSTB Study

President George W. Bush has established the Spectrum Policy Task Force (SPTF)
to further study the economic and political considerations and impacts of spec-
trum policy. In addition to the FCC’s public meetings, the National Science
Foundation (NSF) also has held meetings on the impact of new technologies to
improve spectrum efficiency. A Committee chaired by Dale Hatfield and Paul
Kolodzy heard testimony from numerous representatives, leading to the SPTF
report further described in Chapter 2.

The Computer Science and Telecommunications Board (CSTB) is a specific
work group of the NSF. This work group produces books and workshops on
important topics in telecommunications. CSTB held numerous workshops on the
topic of spectrum management since its opening meeting at the FCC in May 2003.
These meetings have resulted in reports to the FCC on various cognitive radio top-
ics. Recently, a workshop was held on the topic of “Improving Spectrum Manage-
ment through Economic and Other Incentives.” This activity has been guided by
Dale Hatfield (formerly Chief of the Office of Science and Technology at the FCC,
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now Adjunct Professor at University of Colorado); William Lehr (Economist and
Research Associate at Center for Technology Policy and Industrial Development
at Massachusetts Institute of Technology); and Jon Peha (associate director of the
Center for Wireless and Broadband Networking at Carnegie Mellon University).

1.7 How Smart Is Useful?

The cognitive radio is able to provide a wide variety of intelligent behaviors. It
can monitor the spectrum and choose frequencies that minimize interference to
existing communication activity. When doing so, it will follow a set of rules that
define what frequencies may be considered, what waveforms may be used, what
power levels may be used for transmission, and so forth. It may also be given
rules about the access protocols by which spectrum access is negotiated with
spectrum license holders, if any, and the etiquettes by which it must check with
other users of the spectrum to ensure that no user hidden from the node wishing
to transmit is already communicating.

In addition to the spectrum optimization level, the cognitive radio may have
the ability to optimize a waveform to one or many criteria. For example, the radio
may be able to optimize for data rate, for packet success rate, for service cost, for
battery power minimization, or for some mixture of several criteria. The user does
not see these levels of sophisticated channel analysis and optimization except as
the recipient of excellent service.

The cognitive radio may also exhibit behaviors that are more directly apparent
to the user. These behaviors may include: (a) awareness of geographic location,
(b) awareness of local networks and their available services, (c) awareness of the
user and the user’s biometric authentication to validate financial transactions, and
(d) awareness of the user and his or her prioritized objectives. This book explores
each of these technologies. Many of these services will be immediately valuable
to the user without the need for complex menu screens, activation sequences, or
preference setup processes.

The cognitive radio developer must use caution to avoid adding cognitive
functionality that reduces the efficiency of the user at his or her primary tasks. If
the user thinks of the radio as a cell phone and does not wish to access other net-
works, the cognitive radio developer must provide a design that is friendly to the
user, timely and responsive, but is not continually intruding with attempts to be
helpful by connecting to networks that the user does not need or want. If the
radio’s owner is a power user, however, the radio may be asked to watch for
multiple opportunities: access to other wireless networks for data services,
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notification of critical turning points to aid navigation, or timely financial infor-
mation, as a few simple examples.

One of the remaining issues in sophisticated software design is a method for
determining whether the cognitive services the radio might offer will be useful.
Will the services be accomplished in a timely fashion? Will the attempted services
be undesired and disruptive? Will the services take too long to implement and
arrive too late to be usable? The cognitive radio must offer functionality that is
timely and useful to its owner, and yet not disruptive. Like “Radar” O’Reilly, we
want the cognitive radio to offer support of the right type at the right time, prop-
erly prioritized to the user needs given sophisticated awareness of the local situa-
tion, and not offering frequent useless or obvious recommendations. We will
explore this topic in Chapter 16.

1.8 Organization of this Book

In Chapter 2, Paul Kolodzy describes the regulatory policy motivations, activities,
and initiatives within US and international regulatory bodies to achieve enhanced
spectral efficiency. Chapter 3, by Max Robert of Virginia Tech and Bruce Fette of
General Dynamics C4 Systems, describes the details of hardware and software
architecture of SDRs, and explains why an SDR is the primary choice as the basis
for cognitive radios. Chapter 4, by John Polson of Bell Helicopter, is about the
technologies required to implement basic services in a cognitive radio.

In Chapter 5, Preston Marshall of DARPA deals with spectrum efficiency and
the DARPA programs that demonstrated the feasibility of cognitive radio princi-
ples. Chapter 6, by Robert Wellington of the University of Minnesota, introduces
the cognitive policy engine. The policy engine provides an efficient mechanism to
express the rules applied to the function of the cognitive radio. This includes regu-
latory policy, network operator policy, radio equipment capability, and real-time
checking that, at the end of all the cognitive logic, the radio’s planned perform-
ance is allowed within its rules.

Chapter 7, by Thomas Rondeau and Charles Bostian of Virginia Tech, provides
a detailed analysis of cognitive techniques at the physical and medium access
control layers. These techniques are discussed in the context of genetic algo-
rithms that can adapt multiple waveform properties in order to optimize link
performance.

In Chapter 8, John Polson and Bruce Fette describe a wide variety of methods
by which a radio can determine its local position, and thereby to use time and loca-
tion information to assist the network or the user. In Chapter 9, Jonathan Smith of
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DARPA!? covers cognitive techniques in network adaption. This technology
allows the radio to be aware of local networks and their properties and services.
Smith focuses on how networks apply intelligence to the selection of network pro-
tocols in order to optimize network performance in spite of the differences
between wireless and wired systems.

Chapter 10, by Joe Campbell, Bill Campbell, Scott Lewandowski, and Cliff
Weinstein of Lincoln Laboratory, is about using speech as an input/output mecha-
nism for the user to request and access services, as well as to authenticate the user
to the radio network and services. Speech analysis tools extract basic properties of
speech. These properties are further analyzed in different ways to result in word
recognition, language recognition, or speaker identification.

Chapter 11, by Youping Zhao, Bin Le, and Jeffrey Reed of Virginia Tech,
deals with the ways in which network infrastructure can provide cognitive func-
tionality and support services to the user, even if the subscriber’s unit is of low
power or small computational capability.

Chapter 12, by Vince Kovarik of Harris Corporation, provides extensive cov-
erage of learning technologies and techniques, and how these are applied to the
cognitive radio application.

In Chapter 13, Mitch Kokar, David Brady, and Kenneth Baclawski of
Northeastern University give a detailed overview of how to represent the types of
knowledge a radio would need to know in order to behave intelligently. This chap-
ter deals with the storage, and analysis of this information as additional spatial,
temporal, radio, network, and application data are accumulated.

In Chapter 14, Joseph Mitola III of the MITRE Corporation describes how to
develop a complete radio and how to make the various radio modules work with
each other as an integrated cognitive system.

In Chapter 15, Jody Neel, Jeff Reed, and Allen McKenzie of Virginia Tech
provide a detailed analysis of game theory and how it is used to model the per-
formance choices and system-level behaviors of networks consisting of a mixture
of cognitive and non-cognitive radios.

Chapter 16 completes this book with an overview of the remaining key prob-
lems that must be solved to allow cognitive radio to fulfill its considerable poten-
tial and become a recognized and successful self-sustaining industry.

10Jonathan Smith is currently on the faculty of the University of Pennsylvania, PA.
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Communications Policy and
Spectrum Management

Paul Kolodzy
Kolodzy Consulting
Centreville, VA, USA

2.1 Introduction

New technologies impact the worlds of commerce and policy. This is especially
true of disruptive technologies that significantly alter either the realities or percep-
tions within these worlds. Cognitive radio technology has the potential of affect-
ing the marketplace for radio devices and services as well as changing the means
by which wireless communications policy is developed and implemented. One of
the key parameters that must be addressed to enter the radio market is access to
radio spectrum. Once access is obtained, the capacity to manage interference
becomes a key attribute in order to increase the number of users. Throughput is
critical in order to maximize benefit (for the device) or maximize revenue (for the
service). Radio frequency (RF) spectrum access and interference management are
thus the primary roles of spectrum management.

Cognitive radio technology has the potential of being a disruptive force within
spectrum management. Spectrum management, since the dawn of radio technol-
ogy, has been within the domain of management agencies, both private and govern-
ment. Therefore, it has required a person-in-the-loop. The ability of a device to be
aware of its environment and to adapt to enhance its performance, and the perform-
ance of the network, allows a transition from a manual, oversight process to an
automated, device-oriented process. This ability has the potential to allow a much
more intensive use of the spectrum by lowering of spectrum access barrier to entry
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for new devices and services. It also has the potential to radically change how
policy should be developed in order to account for these new uses of the spectrum,
and it can fundamentally change the role of the spectrum policy-maker and regulator.

In this chapter, Section 2.2 discusses the cognitive radio technology enablers.
Section 2.3 addresses spectrum access and how cognitive radio needs various
types of policies, depending on the density of spectral activity and the types of
usages. This section also provides examples of spectral activity measurement.
Section 2.4 discusses the challenges to equipment developers associated with a
policy-based approach to spectrum management. Section 2.5 presents the chal-
lenges to the regulators to manage spectrum policy through radios and networks
that operate based on policy. Section 2.6 discusses the global interest and activity
in policy-based cognitive radio. Finally, Section 2.7 provides a summary of this
chapter’s major issues.

2.2 Cognitive Radio Technology Enablers

The development of wideband power amplifiers, synthesizers, and analog-to-digital
converters (ADCs) is providing a new class of radios: the software-defined radio
(SDR) and its software and cognitive radio cousins. Although at the early stages of
development, this new class of radio ushers in new possibilities as well as potential
pitfalls for technology policy. The flexibility provided by the cognitive radio class
of radios allows for more dynamics within radio operations. The same flexibility poses
challenges for certification and the associated liability through potential misuse.

SDRs provide software control of a variety of modulation techniques, wide-
band and narrowband operation, transmission security (TRANSEC) functions
(such as hopping), and waveform requirements. In essence, components can be
under digital control and thus defined by software. The advantage of an SDR is
that a single system can operate under multiple configurations, providing inter-
operability, bridging, and tailoring of the waveforms to meet the localized require-
ments. SDR technology and systems have been developed for the military. The
digital modular radio (DMR) system was one of the first SDR systems. Recently
the US Defense Advanced Research Projects Agency (DARPA) developed the
Small Unit Operations Situational Awareness Systems (SUO SAS), which was a
man-portable SDR operating from 20 MHz to 2.5 GHz. The level of success of
these programs has led to the Joint Tactical Radio System (JTRS) initiative to
develop and procure SDR systems throughout the US military.

SDRs exhibit software control over a variety of modulation techniques and
waveforms. Software radios (SRs) specifically implement the waveform signal
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processing in software. This additional caveat essentially has the radio being
constructed with a RF front-end, a down-converter to an intermediate frequency
(IF) or baseband, an ADC, and then a processor. The processing capacity there-
fore limits the complexity of the waveforms that can be accommodated.

A cognitive radio adds both a sensing and an adaptation element to the soft-
ware defined and software radios. Four new capabilities embodied in cognitive
radios will help enable dynamic use of the spectrum: flexibility, agility, RF sens-
ing, and networking [1].

o Flexibility is the ability to change the waveform and the configuration of a device.
An example is a cell tower that can operate in the cell band for telephony pur-
poses but change its waveform to get telemetry from vending machines during
low usage, or other equally useful, schedulable, off-peak activity. The same band
is used for two very different roles, and the radio characteristics must reflect the
different requirements, such as data rate, range, latency, and packet error rate.

o Agility is the ability to change the spectral band in which a device will operate.
Cell phones have rudimentary agility because they can operate in two or more
bands (e.g., 900 and 1900 MHz). Combining both agility and flexibility is the
ultimate in “adaptive” radios because the radio can use different waveforms in
different bands. Specific technology limitations exist, however, to the agility and
flexibility that can be afforded by current technology. The time scale of these
adaptations is a function of the state of technology both in the components for
adaptation as well as the capacity to sense the state of the system. These are clas-
sically denoted as the observable/controllable requirements of control systems.

e Sensing is the ability to observe the state of the system, which includes the
radio and, more importantly, the environment. It is the next logical component
in enabling dynamics. Sensing allows a radio to be self-aware, and thus it can
measure its environment and potentially measure its impact to its environment.
Sensing is necessary if a device is to change in operation due to location, state,
condition, or RF environment.

e Networking 1s the ability to communicate between multiple nodes and thus
facilitate combining the sensing and control capacity of those nodes. Networking,
specifically wireless networking, enables group-wise interactions between radios.
Those interactions can be useful for sensing where the combination of many
measurements can provide a better understanding of the environment. They can
also be useful for adaptation where the group can determine a more optimal use
of the spectrum resource over an individual radio.
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e SDR:“A radio that includes a transmitter in which the operating parameters of frequency range, modula-
tion type or maximum output power (either radiated or conducted), or the circumstances under which the
transmitter operates can be altered by making a change in software without making any changes to
hardware components that affect the RF emissions.”—Derived from the US FCC’s Cognitive Radio
Report and Order, adopted 2005-03-10.

o Cognitive radio: A radio or system that senses and is aware of its operational environment and can be
trained to dynamically and autonomously adjust its radio operating parameters accordingly.

[It should be noted that “cognitive” does not necessarily imply relying on software. For example, cordless

telephones (no software) have long been able to select the best authorized channel based on relative

channel availability.]

® Policy-based radio: A radio that is governed by a predetermined set of rules for behavior. The rules
define the operating limits of such a radio. These rules can be defined and implemented:

— During manufacture

— During configuration of a device by the user

— During over-the-air provisioning and/or

— By over-the-air control.

o Software reconfigurable radio: A SDR that: (1) incorporates software-controlled antenna filters to dynam-
ically select receivable frequencies, and (2) is capable of downloading and installing updated software
for controlling operational characteristics and antenna filters without manual intervention.

e DFS:

1. “A general term used to describe mitigation techniques that allow, amongst others, detection, and
avoidance of co-channel interference with other radios in the same system or with respect to other
systems.”—From current version of WP8A PDNR on SDR;

2. “The ability to sense signals from other nearby transmitters in an effort to choose an optimum
operating environment.”—Derived from the US FCC’s Cognitive Radio Report and Order, adopted
2005-03-10.

Figure 2.1: ITU GSC proposed definitions

These new technologies and radio classes, albeit in their nascent stages of
development, are providing many new tools to the system developer while allow-
ing for more intensive use of the spectrum. However, an important characteristic
of each of these technologies is the ability to change configuration to meet new
requirements.! This capacity to react to system dynamics will require the
development of new spectrum policies in order to take advantage of these new
characteristics.

The definitions for the various radio technologies are developed by the
International Telecommunication Union (ITU) with help from many of its
member organizations. Figure 2.1 provides a list of radio technology definitions

"The question of how cognitive radios would apply physical layer adaption in sensor networks
that transmit and receive over very low duty cycles has not been adequately studied. Although it is
assumed that they could also benefit from cognitive radio adaption, the time to reach network sta-
bility is lengthened by the low duty cycles. It seems that if the spectral dynamics exceed the time
to reach stable performance, or consume more bandwidth for parametric exchange and adaption
parameters than the network can effectively provide, then such sensor networks may not be able to
fully benefit from cognitive radio techniques. However, if other systems operating in the same envi-
ronment are cognitive radios with stable adaption strategies, then sensor networks may still benefit.
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proposed by the Global Standards Collaboration (GSC) group within the ITU.
Definitions for policy-based radios and dynamic frequency selection (DFS) radios
are also provided. These two new radio classes are specific implementations of
cognitive radios. Policy-based radios are discussed in Section 2.6 with an empha-
sis on how cognitive radio technology can impact the development and implemen-
tation of communications policy. DFS radios are addressed in Section 2.3.3. These
advanced radio technologies are enabling a multitude of new radio concepts, as
discussed in Section 2.3.2.

2.3 New Opportunities in Spectrum Access

Two general management methods allow access to the RF spectrum: spectrum
access licenses and unlicensed devices. Spectrum licenses are issued by the
appropriate regulatory agency within the nation. The licenses include a band, a
geographic region, and the allowable operational parameters (e.g., in-band and
out-of-band transmission levels). Although the licenses have a finite duration,
there is an expectation of renewal. There is also a level of protection from
interference from other systems accessing the spectrum. Unlicensed devices, also
called licensed-free devices and licensed-by-rule devices, are provided frequency
bands and transmission characteristics (albeit at much lower transmission power
levels), and are not provided regulatory protection from interference.

2.3.1 Current Spectrum Access Techniques

The RF spectrum is organized by allocations and assignments. Allocations deter-
mine the type of use and the respective transmission parameters. The allocations
are specified by each individual nation determined by sovereign needs and inter-
national agreements. International agreements can be bilateral or multilateral
treaties or resolutions by the ITU during the periodic World Radio Communication
Conferences (WRCs). Figures 2.2 and 2.3 are examples of spectrum allocations
for the United States and New Zealand, respectively. Each color is an indication of
a service type that is allocated to that frequency band across the entire nation.
Many of the primary allocations (television (TV), frequency modulation (FM)
radio, global positioning systems (GPS), etc.) are identical. The vertical splitting
that occurs in some bands depicts the instance of multiple allocations (primary,
co-primary, and secondary) within the band. The intensity of usage in the United
States is much higher than in New Zealand. This is really noticeable in the figures
by the large number of multiple allocations needed to provide enough capacity for
the numerous wireless services for commercial and noncommercial applications,
such as defense, air traffic, and scientific exploration.
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Figure 2.2: US spectrum allocations [2].

Assignments are individual licenses within an allocation. Assignments are
provided by the method of choice of the sovereign state. Assignments can also be
limited by geographic extent. There are many ways to obtain assignments, as depicted
by Figure 2.4. Currently, three basic types of assignment methods—command and
control, auctions, and protocols and etiquettes are generally employed.

e Command and control: Command and control assignments are provided by the
regulatory agency by reviewing specific licensing applications and choosing the
prospective licensee by criteria specific to the national goals. Detractors of this
assignment technique call it a “beauty contest” because only a handful of
regulators determines the relative value between potential services and license
holders. Since the US Radio Act of 1934, the Federal Communications
Commission (FCC) has had the regulatory authority to decide which firms
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Figure 2.3: New Zealand spectrum allocations [3].

should get licenses in order to bring spectrum to its highest and best use. The
FCC held public hearings to gather information to make these determinations.
In the early 1980s the number of applications for licenses was growing so large
that the command and control system ground to a halt. The FCC, to enable
more capacity for the command and control assignment mechanism, decided to
start awarding licenses by lottery. The assignment process was still in complete
control of the regulators; however, there were no restrictions as to who could
participate in the lottery. One year, for instance, a group of dentists won a
license to run cellular phones on Cape Cod, and then promptly sold it to
Southwestern Bell for $41 million. This set of events disturbed regulators
because the spectrum assignment process became an investment opportunity
rather than providing a service (albeit for profit). This directly challenged their
authority in using spectrum for the benefit of the country (i.e., its citizens).

e Auctions: Spectrum assignments through auctions are fairly new. New Zealand,
with the Radiocommunications Act 1989, enabled the use of market-driven
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Figure 2.4: Spectrum access regimes.

allocation mechanisms for assignment of spectrum rights. Although the act did
not explicitly provide the market mechanisms, by 1996 the mechanisms for
selling spectrum by auction were in place. Specifically, the use of competitive
bidding was authorized in granting licenses to qualified applicants.” In the
Telecommunications Act of 1996, the United States also enabled the use of
auctions for spectrum access licenses. The Wireless Telegraphy Act of 1998
enabled auctions in the United Kingdom. Auctions are now a common form for
spectrum assignments throughout the industrial world. The United States,
Australia, Mexico, Canada, New Zealand, and the European Union now employ
auctions regularly. The current spectrum allocations in the United States and
New Zealand presented in Figures 2.1 and 2.2, respectively, show the many
competing applications for spectrum.

2Section 309 [47 U.S.C 309] Subsection J: “USE OF COMPETITIVE BIDDING. If mutually
exclusive applications are accepted for filing for any initial license or construction permit

which will involve a use of the electromagnetic spectrum described in paragraph (2), then the
Commission shall have the authority, subject to paragraph (10), to grant such license or permit to a
qualified applicant through the use of a system of competitive bidding that meets the requirements
of this subsection.”
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e Protocols and etiquettes: Unlicensed devices and amateur licensees do not
have, per se, specific frequency assignments. The allocation allows these
devices to operate within a band, and the selection of a particular frequency
is accomplished through protocols and etiquettes. Protocols are explicit
interactions for spectrum access. Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) is a protocol for media access and control that requires
information to be communicated between devices. Etiquettes are rules that are
followed without explicit interaction between devices. Simple etiquettes, such
as “listen before talk,” DFS, and power density limits are one-sided processes.
The amateur radio operators have constructed a well-tested and successful
manual set of etiquettes. For example, the developers of DX tuners (for long-
distance transmission and reception by ham radio operators) have etiquettes such
as “If there are other users logged in, always ask in the chat window before you
tune the receiver!” Unlicensed devices are operated on a much shorter time
scale. Industry groups such as the Institute of Electrical and Electronics
Engineers (IEEE), form groups in order to develop standards to promote device
interoperability. The 802.3 (Ethernet) and 802.11 (wireless local area network,
or WLAN) are two such protocol standards. New etiquettes, such as DFS, have
been developed for the new 5-5.8 GHz 802.11a band (IEEE 802.11h).

Spectrum access for services provided by licenses is controlled directly by the
service provider. In the case of public broadcast services such as FM radio and
TV, the waveforms and/or protocols are defined by the rules provided by the
regulators. These rules, although provided by the regulators, are developed with
both the service providers and the device manufacturers. Being a broadcast ser-
vice, the broadcast station controls access simply by its own use of the frequency
band. In the case of providers of two-way communications or private broadcast,
the waveforms and protocols are defined independently by the license holder.
However, market forces tend to drive groups of license holders to compatible
technology in order to increase either the interoperability with other license hold-
ers or to increase the geographic footprint of their service. A classic example of
this independent development of industry standards has been the commercial
mobile radio service (CMRS, or cellular service) and the development of the
capacity to roam from service provider to service provider. The development
of roaming has generally been considered to have been the threshold event in
making radiotelephony a viable service.

The operational envelopes for unlicensed devices are defined by rules in
three general groupings: unintentional, incidental, and intentional radiators. An
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unintentional radiator, per FCC definition, is a device that intentionally generates
RF energy for use within the device, or that sends RF signals by conduction to
associated equipment via connecting wiring, but which is not intended to emit

RF energy by radiation or induction. One example would be a TV receiver with
leakage from an oscillator in the receiver RF chains. Another very common exam-
ple concerns a computer and display that typically exhibit harmonics up to more
than 3 GHz. The first example has the emission contained in a particular band and
the second example is a broadband, noise emission.

An incidental radiator, per FCC definition, is a device that generates RF
energy during the course of its operation, although the device is not intentionally
designed to generate or emit RF energy. Examples of incidental radiators are
direct current (DC) motors, mechanical light switches, or even the radiation from
a hair dryer.

In both the unintentional and incidental radiator cases, the regulatory agency
has set limits on the emission levels. The allowable emission levels are generally
very low due to the general and ubiquitous deployment of these devices. The
devices may be in extremely close proximity to licensed service devices. Usually,
the consumer does not know the potential impact of the device and thus cannot
easily resolve any interference issues. Therefore, the aggregated interference from
many such devices must remain small.

Intentional radiators are devices that are specifically constructed for a commu-
nications application. A prime example is that of baby monitors, a one-way com-
munications system for use in the home. Other examples of intentional unlicensed
radiators are the data networks using the 802.11 standard. These devices are
allowed to radiate at higher levels than the unintentional radiators but still at low
overall power spectral density. The low power spectral density provides some
assurance that the interference potential to a primary license holder within that
band is low. The regulators determine the allowable transmission parameters.
There is no licensee, however, so the device manufacturer has the burden to con-
form to the transmission rules.

The primary difference between licensed and unlicensed device spectrum
access is the afforded interference protection. The unlicensed device always oper-
ates as a secondary user within a band and is allowed to operate only in a not-fo-
interfere basis, per the transmission rules. The unlicensed device is not provided
any interference assurances from either the primary use devices or other unli-
censed devices. It is for this reason that device manufacturers and application
designers develop standard protocols and/or etiquettes in order to reduce the
potential of like-device interference. This is true with the development of the
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802.11 specifications for WLANSs. These specifications are widely used with the
popular consumer products in the 2.4 and 5.15-5.825 GHz bands. However, unlike
devices such as 2.4 GHz cordless telephones and 802.11g devices, which operate
in the industrial, scientific, and medical (ISM) band, the expanded 802.11h
devices operating in the 5.15-5.825 GHz band have the potential to interfere with
incumbent devices. The common use of the 2.4 GHz ISM band is for microwave
ovens, which are not overly susceptible to radiated energy.

2.3.2 Opportunistic Spectrum Access

The current toolbox of spectrum access techniques is limited by the capacity of
both the devices and the policy that are in place. As was shown in the spectrum
allocations charts depicted in Figures 2.2 and 2.3, spectrum less than 6 GHz is
completely allocated for various services. However, the use of the assignments
in time and space is not complete. An example of a measurement of spectrum
utilization is shown in Figure 2.5. This time-frequency measurement of the
700-800 MHz band was made over an 18-hour period in Hoboken, New Jersey,
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Figure 2.5: Spectrum utilization. Utilization in Hoboken, New Jersey, 700-800 MHz, made by
Shared Spectrum Corporation over an 18-hour period.
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which is directly across the Hudson River from Manhattan, New York. It
clearly indicates that there are portions of the spectrum that are continuously
accessed, portions that are never accessed, and portions that are accessed for a
fraction of the time. These “white spaces” in the spectrum have created interest
within the US Department of Defense (DoD) to begin research into more effi-
ciently using spectrum. The FCC also saw the potential for more intensive use
of the spectrum as well as revisiting the age-old claim of scarcity of the RF
spectrum.

The onset of SDR and cognitive radio technology enables opportunistic
spectrum access (OSA). OSA looks for “holes” in the spectrum and then adjusts
the link parameters to conform to the hole. That is, the radio transmits over
sections of the spectrum that are not in use. However, it has the additional
complexity of listening for other transmitters in order to vacate a hole when other,
nonopportunistic spectrum devices are accessing it. This technology combines
flexible waveform capacity with sensing and adaptive frequency technology.
The potential gain is the higher utilization of infrequently used spectrum. It has
been estimated that on average, less than 5 percent, and possibly as little as
1 percent, of the spectrum less than 3 GHz as measured in frequency-space-time
is used.? Opportunistic spectrum technology is under development by the US
DoD with the goal of increasing accessible spectrum by a factor of 20. The
European Union Information Society Technologies (IST) as well as the US
National Science Foundation (NSF) and other research organizations, as of
2003, are actively pursuing this technology. Figure 2.6 provides a chronology
of events in OSA activities.

The availability of SDR also allows high-priority users, such as in a public
service context, to access the radio spectrum on an “as-needed” basis. This is
called interruptible spectrum access because the normal user’s spectrum access is
interrupted in order to provide the spectral resource to a higher priority user (see
Figure 2.7). For example, in a major regional disaster there will be a significant
increase in public safety users due to the influx of responders from outside the
immediate area. Such an influx of radio users would require additional spectrum

3This percentage is a function of where the measurement is made and what sensitivity thresholds
are used. Rural areas have an extremely low utilization. In the worst-case condition of down-
town New York City during the Republican Convention, the utilization rose to approximately

20 percent. The peak utilization in San Diego on one sample day was 7 percent. Because the
numbers are location and emergency dependent, precise numbers cannot be stated universally,
but utilization is definitely low.
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1999-2000 (United States): Localized set of measurements conducted by the DARPA indicated that
spectrum use was not very high.

2002 (United States): DARPA initiates the XG (neXt Generation) project to investigate the potential for
the military to share spectrum spatially and temporally with multiple devices.

2002 (United States): The FCC Spectrum Policy Task Force (SPTF) concludes that spectrum access is
a more significant problem than spectrum scarcity. The SPTF recommends that new rules be developed
to allow more intensive access to the spectrum, including opportunistic spectrum.

2003 (European Union): 1ST includes DSA technologies as part of the sixth Framework Programme of
R&D.

2003 (United States): The NSF initiates research projects in spectrum measurements and DSA.

2004 (United States): The FCC issues a Notice of Proposed Rulemaking on Facilitating Opportunities for
Flexible, Efficient, and Reliable Spectrum Use Employing Cognitive Radio Technologies.

2004 (European Union): End-to-End Reconfigurability (E2R) Project initiated in IST.

2005 (United States): DARPA XG and NSF projects complete series of spectrum occupancy
measurements indicating less than 10 percent occupancy in time-space under 3 GHz.

Figure 2.6: Chronology of opportunistic spectrum.
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to cope with the increased load. Additional spectrum could be temporarily
obtained from adjacent spectral bands in the immediate area of the disaster. After
the need diminished, perhaps in minutes or hours, the spectrum would be released
back to the primary licensee. Mechanisms may be developed to compensate pri-
mary licensees for their inconvenience or loss of revenue.

If policies can be malleable to specific conditions in order to allow greater

access to the RF spectrum, then the cost barriers for new entrants should be
reduced. Thus, new consumer products can be developed using lower-cost spec-
trum. The lower barriers will allow developers to use more resources in develop-
ing techniques to access the spectrum instead of investing in spectrum.
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2.3.3 Dynamic Frequency Selection

OSA represents the general case for accessing the spectrum using “listen before
talk” etiquette. A subset of OSA is DFS, which also is called dynamic channel
selection. DFS is used to prevent a device from accessing a specific band if it is in
use and to prevent co-channel interference of the primary user from a secondary
user. It differs from OSA in that it is not seeking spectrum access—it is determin-
ing whether access should be allowed. DFS has been adopted in the 802.11h stan-
dard. When the ITU allowed unlicensed WLAN in 2003, 802.11h was developed
in order to satisfy the primary users within the 5.25-5.725 GHz band. DFS detects
other devices using the same radio channel, and it switches WLAN operation to
another channel if necessary. DFS is responsible for avoiding interference with
other devices, such as radar systems and other WLAN devices. Specifically, for
the 5.25-5.725 GHz service, the DFS system must be able to detect a primary user
above a detection threshold of —62dBm.

2.4 Policy Challenges for Cognitive Radios

The capacity to sense, learn, and adapt to the radio environment provides new
opportunities for spectrum users. However, the same sensing and adaptation also
creates challenges for policy-makers. The primary concern is with the potential to
have nondeterministic behaviors. Nondeterministic behaviors can be created by a
variety of conditions:

o The allowance of self-learning mechanisms will create a condition in which the
response to a set of inputs will be changing and thus unknown.

o The allowance of software changes will create conditions either from errors
within the software or from rogue software, which can cause the device to not
conform to the transmission rules.

e The allowance of frequency and waveform agility will create conditions in
which devices that conform to transmission rules may cause interference due
to mismatch between out-of-band receivers and the in-band transmitter
waveforms.

In addition to nondeterministic behaviors, another primary concern is the
impact of horizontal versus vertical service structure. Vertically integrated ser-
vices, such as cellular telephony, clearly delineate responsibility for spectrum man-
agement to the service provider. The service provider has the sole responsibility
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for problems, interference, and all other technical and service issues. However,
or horizontally integrated service, which includes device-centric systems that may
be the initial focus for cognitive radio technology, there isn’t a single point of
responsibility for interference and other problems. One example has been the
issue with secondary spectrum markets. The formal responsibility of a device
creating interference is the primary licensee. The rules had to be modified to
allow that responsibility to follow the usage to the secondary licensee when
appropriate. The extrapolation of this approach is problematic when applied
to cognitive radios, as each device is, in essence, a licensee. This is a serious
problem for the policy-makers that can be addressed by rules, technology, or
a combination of both.

This section addresses these concerns with the deployment of cognitive radios.
In particular, the context of cognitive radio for dynamic spectrum access (DSA)
and security concerns are described. The highlighted questions are areas for
research and development (R&D).

2.4.1 Dynamic Spectrum Access

The development of the OSA and DFS technology is straightforward in terms of
radio technology. The discussion of policy impact is much more complex. In both
cases, the dynamic system must interface seamlessly, without interference, to
existing spectrum licensees. Two basic questions need to be addressed:

e Question 1: What are the rights of the license holder to prevent unauthorized
use by an opportunistic device? To answer this question, a clear definition of
interference is needed. The interference definition must include some aspect of
duration and persistence of the interferer. One draconian response could be that
it is better to use less than 1 percent of the spectrum to ensure that a single
packet is never dropped due to interference.

e Question 2: What kind of assurance can be provided that the interference will
be for only a finite and precise duration? Answering this question is compli-
cated by the fact that as these systems become more flexible and agile, the
combination of possible configurations grows exponentially.

The ability to move the operations of a radio in frequency is quite enticing.
The operational rules, however, are different in each of the separate frequency
bands. Therefore, a single device must: (1) know of all of the transmission
rules in the bands in which it can operate; (2) have the ability to adjust its

43



Chapter 2

transmission parameters accordingly; and (3) ensure that device will adhere to the
transmission rules.

Defining the Rules for Dynamic Spectrum Access

The policy goal of managing interference is generally defined as to the parameters
for the transmitter (e.g., center frequency, bandwidth, power spectral density,
antenna gain). Interference management is determining the threshold for
producing harmful interference. DSA systems can move in frequency, so

fixed parameters are insufficient. The metric for interference must be defined

to ensure that the DSA device does not cause harmful interference. The primary
questions are:

1. What is an appropriate interference metric?
With an explicit interference metric, the transmission rules could allow opera-
tion under a much broader set of transmitter parameters with the explicit goal
of preventing interference above a particular threshold within a radius of the
transmitter. The interference metric could also be contextually sensitive with
respect to location, time, or condition of the RF environment. As the FCC has
said, “Quantitative standards reflecting real-time spectrum use would provide
users with more certainty and, at the same time, would facilitate enforcement.”?
The interference metric must be indicative of the impact of the transmitter
on the surrounding region. In a static and well-defined geometry, a measure-
ment at the transmitter can provide sufficient information from which to
extrapolate the value of the interference metric across a wide area. However,
the highest density of use of the RF spectrum is in areas with complex geometry
and a large number of users, most of which are mobile. Although the technol-
ogy for propagation models, inclusive of complex environments, is improving
and can provide qualitative results for extrapolation, it is insufficient for quan-
titative interference analysis. Thus, another important question arises:

2. What kind of in situ measurement system is needed to provide the basis for
interference analysis?
Multiple measurements distributed across the operational area are needed
to accurately measure the interference metric. One possible mechanism to
obtain multiple measurements would be the development of monitoring

4See [3] Section VI: Interference Avoidance found at http://www.fcc.gov/sptf/reports.html
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stations such as pollution monitoring devices. Many policy and technical ques-
tions arise:

3. Who would appropriate the funds to develop and deploy such a system? If it is
a federally funded system, should that system be managed by a government or
independent regulatory entity?

4. Who would ensure the accuracy of the measurements? Who could challenge
the accuracy of the devices?

5. What are the mechanisms to disseminate the results of the measurements?
Would there be an interface to all service providers and users who could obtain
the data on a near real-time basis? Would the data be broadcast to all devices or
should it be on a request basis?

Liability when the policy is not followed must also be determined. Public safety
communications’ use of interruptible spectrum is one example in which liability
would need to be explicitly addressed. The need for assured communications,
free from avoidable interference, is a paramount requirement for public safety
communications. So the mechanisms for obtaining and releasing spectrum
need to be highly predictable. Beaconing is one such mechanism; that is, either
a service would send a beacon indicating it is using the spectrum or send a
beacon when the band is available for use by another entity. The question then
arises as to how beaconing should be used. Propagation challenges may create
shadow zones that would prevent a nonpublic safety user from hearing the
beacon. So the basic technical challenge is to create the proper signaling tech-
nique. Thus, the following question arises:

6. What policy will assure the public that the system will work, determine who is
liable if it does not work, and fix what type of compensation may be allowed
between the public safety user and the primary licensee?

Safeguards and Incentives for Incumbent Users

Incumbent license holders that are currently using all of their rights to access the
spectrum would initially see no value to having DSA [4]. The desired impact of
DSA is to improve spectrum utilization and thus provide more competition and
products to the market. The challenge is to determine how such impacts can be
obtained while providing both assurances to current license holders and incentives
for increased utilization through DSA.

7. How can assurances be made to current license holders while developing
incentives for DSA?
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Technology provides a potential solution to this particular challenge. The
recent development of policy-enabled devices (see Section 2.5.3) can provide
assurance that the device can have “fail-safe” mechanisms to prevent operation
in unauthorized bands.

The problem set that has been put forward essentially requires the policy-
makers to provide the infrastructure to enable a technology. Generally, this is a
very difficult task because regulatory agencies are not focused on providing an
infrastructure or service to the commercial world. Technologists must actively
address these concerns.

2.4.2 Security

The challenges of employing cognitive radios for the policy community also
include that of ensuring secure device operations. Security in this context includes
enforcement of DSA rules. Enforcement for static systems is already a challenge
due to the amount of resources necessary to authorize equipment, the requirement
of obtaining proof that violations have occurred, and the determination of the vio-
lators’ identities. As the systems become more dynamic, there is an increase in the
number of potential interactions that can lead to a violation. Additionally, this
leads to a decrease of the time and spatial scales of these interactions. Both of
these changes will amplify the enforcement challenges.

Equipment Authorization

Initial equipment authorizations have two components that will increase significantly
in complexity with the onset of dynamic policies: evaluation criteria and security
certification. The capacities to modify waveforms, change operating conditions,
and change transmission frequencies all contribute to an exponential growth in
potentially adverse interactions between systems. Exhaustive testing becomes
unrealizable due to the sheer number of combinations. Formal method techniques
have been a focus to solve this problem. Formal methods provide provable atoms
of code that mitigate the requirement for exhaustive testing. However, the maturity
of the technology is inadequate to address the complexity of software embodied in a
cognitive radio. Therefore, the challenge will be to answer a new set of questions:

1. How can realizable test plans be developed for certification that provide suffi-
cient certainty as to the impact of the system on existing, certified equipment?

2. How can a device be certified if the software and hardware come from different
manufacturers?
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If self-learning mechanisms are to be employed, equipment authorization
becomes even more problematic. Software and hardware certification will not pro-
vide sufficient assurances that the device conforms to the operational envelopes.
New mechanisms will need to be developed, such as policy-enabled devices (see
Section 2.5.3).

Software Certification

Software certification and the security of the software are also challenging areas.
Cognitive radio algorithms are written in software that provides the control of
dynamic systems. Software can be modified to allow policies to change on either
a periodic or an aperiodic basis. The security of that software is critical to ensure
that rogue behavior is not programmed into the device. If the consumer can access
the device’s software, then the consumer can instruct the radio to perform outside
of the permitted operational parameters. Thus, basic issues arise such as:

3. How is software protected to ensure that this abhorrent behavior does not
occur?

4. Security is not an absolute but a level of acceptable risk. How much protection
is necessary? How is it tested to ensure that it is sufficiently secure?

5. Who is liable if there is a security failure?

Monitoring Mechanisms

The number of combinations of interactions is high and the mobility and the
agility of future systems is great, so the basic issue remains:

6. How should enforcement systems be developed to observe all of these new
cognitive capabilities?

Three possible mechanisms are suggested: authority-based, network-based,
and infrastructure-based systems. The greatest challenges for development of such
monitoring mechanisms are the equipment and analysis costs and the civil liberty
concerns.

e The authority-based system is for a regulatory agency” to deploy a national
monitoring system. A secondary advantage of such a national system would be

3Or an entity authorized by a regulatory agency.
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additional uses. Such a system would have capability of measuring and
reporting spectrum usage, interference environment, and propagation
characteristics.

e The network-based system is to use the plethora of user devices already
present to monitor the activity of the RF spectrum. The challenge would be
in the methods to:

— provide sufficient confidence in the accuracy of the measurements;

— obtain sufficient geolocation information to make the information
valuable;

— collect and disseminate the information to enforcement organizations within
the regulatory community;

— do so with minimal overhead on network resources.

o The infrastructure-based system is a combination of authority-based and
network-based systems. The goal would be to use preexisting infrastructure
such as cell towers, Federal Aviation Agency (FAA) towers, and the like. The
challenge would be to obtain the authority to equip each site and to have
priority access to the network from each site.

Again, as with the policy challenges for DSA systems, the challenges for
cognitive radios in the security arena are also quite great. The solution basis is
also a combination of technical and policy initiatives. The technical initiatives
outlined above need to be conducted and vetted through the policy communities.

2.4.3 Communications Policy before Cognitive Radio

This section addresses the role of the communications regulatory bodies on the
development and deployment of cognitive radios as well as the impact of cogni-
tive radios on regulation. Communication regulation is separate and distinct
within every nation. The FCC is the regulatory agency for all wireless communi-
cations systems within the United States, except those used by the federal
government (e.g., DoD, National Aeronautics and Space Administration (NASA),
and FAA). Those systems are regulated by National Telecommunications and
Information Administration (NTIA) within the Department of Commerce (DoC).
The primary goal of the regulatory agencies is to promote technology for the pub-
lic interest while preventing interference between the multitudes of systems
already deployed.
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2.4.4 Cognitive Radio Impact on Communications Policy

The challenges that face current telecommunication regulators are great.

The rapid development of new techniques to access the spectrum and
applications is quickly outpacing the ability for the policy-maker to react.
This is apparent by how rapidly society is changing its views on spectrum use
and management. The consumer has an expectation of untethered connectivity
with more devices and applications. Technology is also lowering the barriers
for new commercial entrants, therefore increasing both the amount and divers-
ity of the uses for the RF spectrum. In a seemingly contradictory statement,
given the consumer demands for using the RF spectrum, technology is also
challenging the long-held views that spectrum is a scarce resource. Policy-
makers need a clear, nonreactive vision for future management of the

RF spectrum.

The mirror image is also true. The challenges that face current technologists
and entrepreneurs are also great. The lifespan of an individual market has short-
ened from decades to years and possibly months. The regulatory approval cycle
can be longer than the market lifespan, creating risks of missing a market alto-
gether. Although the technologists can create new capabilities and products, the
regulators can have a marked impact on their ability to bring those products to
the marketplace. Additionally, technology has become sophisticated and the appli-
cation market is intertwined with that technology. Regulators must now be tech-
nology savvy in order to comprehend all aspects of their decisions. Technologists
and entrepreneurs must now be cognizant of the role regulators have on what
they can develop.

2.4.5 US Telecommunications Policy, Beginning with the Titanic

It is critical to understand the underpinnings of current spectrum management.
The United States provides a good example of the historical context of the devel-
opment of telecommunications policy. This section briefly reviews the chronology
of events that have shaped US policy.

Frequently, the impetus for new policies is a catastrophe that leads to the
perception of a policy failure. The sinking of the Titanic was the pivotal point
in initiating the development of wireless communications policy. In 1910, the
US Congress had mandated that passenger ships carry wireless telegraphs.
Investigations into the 1911 Titanic disaster indicated that amateur radio operators
caused interference after initial reports of the disaster. This interference, it was
thought, hampered rescue efforts.
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Federal Communications Commission

The Radio Act of 1927 established the Federal Radio Commission and set forth
as its intent to “maintain the control of the United States over all the channels
of interstate and foreign radio transmission; and to provide for the use of such
channels, but not the ownership thereof.” The 1927 Act provided that the new
Commission shall, “as public convenience, interest, or necessity requires”
classify radio stations, prescribe the nature of the service, assign bands of
frequencies or wavelengths and determine the power, time, and location of
stations and regulate the kind of apparatus to be used. Licenses were to be
granted by the Commission for a limited duration (3 years for broadcast
licenses and 5 years for all others), but all federal government stations were
to be assigned by the president.

Seven years later, the Communications Act of 1934 abolished the Federal
Radio Commission and transferred the authority for spectrum management to the
newly created FCC. The 1934 Act brought together the regulation of telephone,
telegraph, and radio services within a single independent federal agency. The
1927 Radio Act was absorbed largely intact into Title III of the 1934 Act.

From 1934 to the early 1990s, the US Congress enacted many amendments to
Title III, but there were no fundamental changes to the core provisions that can be
traced back to the 1912 and 1927 acts. However, two noteworthy additions to the
1934 Act inserted in 1983 by Congress were:

o that it is the policy of the United States “to encourage the provision of new
technologies and services to the public” and that anyone who opposes a new
technology or service will have the burden of demonstrating that the proposal is
inconsistent with the public interest; and

e “notwithstanding any licensing requirement established in this Act, [the FCC
may] by rule authorize the operation of radio stations without individual
licenses [in certain services].”

Therefore, new technologies will be promoted over existing services,
and license by rule, or what is generally called unlicensed devices, are
permissible.

National Telecommunications and Information Administration

The US DoC also has an important function in telecommunications regulation.
Primarily through the NTIA, the DoC serves as the president’s expert advisor on
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telecommunications matters and policy. NTIA is charged with reviewing policy
options on behalf of the Executive Branch and communicating proposed policy
decisions to the Congress. NTIA also manages and administers the portion of the
RF spectrum that has been set aside for exclusive use by the federal government.
NTIA is also responsible for coordinating the federal government’s participation
in the ITU WRCs and related national and international meetings.

State Department

The US State Department is the primary representative on foreign policy matters.
Through its Economics Bureau Office of International Communications and
Information Policy, the State Department represents the United States in interna-
tional telecommunications forums, including bilateral and multilateral negotia-
tions, and before international organizations, such as the ITU. The WRC
delegation is led by the WRC ambassador, whose role is to help negotiate a uni-
fied US position at the conference. The US president typically confers the per-
sonal rank of ambassador in connection with this special mission for a period not
exceeding 6 months.

2.4.6 US Telecommunications Policy: Keeping Pace with Technology

The regulatory methods have gone through several changes throughout the years.
During the initial era of amplitude modulation (AM) radio, the numbers of sys-
tems were small, and interference avoidance was accomplished through frequency
and spatial separation. Although the frequency range was limited to low-frequency
(LF) through high-frequency (HF) bands, it was sufficient to accommodate the
hundreds of stations. These systems included stationary transmitters and mobile
receivers. Characterizing a typical receiver and using propagation models easily
allowed for the computation of potential interference. These calculations worked
very well because the transmitters did not move. The benefit to the system devel-
opers was that most of the regulatory requirements were placed upon the transmit-
ters, which were few in comparison to the millions of receivers. As long as the
transmitter complied with the in-band and out-of-band emission limits, interfer-
ence between systems was prevented. Out-of-band emissions and antenna place-
ment were specifically controlled to assure that the spectral and spatial distances
between two potential interferers were sufficient to prevent interference.

The development of TV and FM radio saw the numbers of systems grow,
as did the number of frequency assignments needed for these systems. If still
limited to the HF bands, then a spectrum crisis would have precipitated. But
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fortunately, development of new RF component technology allowed the
operational frequency bands to also grow into the very high frequency (VHF)
and eventually the ultra-high-frequency (UHF) bands. Because the same topology
was still being used—a single transmitter with many receivers—the same type of
computations could be made to ensure a relatively interference-free operation.

Then, in the 1970s and 1980s, transistor and integrated circuit technology
reduced the cost of transmitters. This provided cost-effective transmitters for the
mass market in the form of Citizens’ Band (CB) radios, unlicensed devices, cellu-
lar mobile radios, and numerous other devices. Protocols were developed for the
devices and the users in order to provide orderly sharing of the RF channels. The
channels were not all the same bandwidth. Some were wideband to accommodate
high information data rate systems. Most were quite narrow. However, the main
complexity of transmitter mobility had to be addressed. Therefore, the calcula-
tions for potential interference were no longer static. Out of this new complexity
came ideas for minimum operational distances between potential interferers.
These placed bounds on the interference. Devices that might be close in spatial
proximity had to rely on spectral separation, and devices close in spectral proxim-
ity had to rely on spatial separation.

Although technology continued to march forward, the radio portion of
the US communication policy has remained mostly unchanged for 70 years.
Therefore, current policy is based on the technology that existed for broadcast-
ing: one transmitter to many receivers. The evolution and revolution of radio
technology over the past 15 years has significantly challenged that basis.
Although the exact values can be argued, the United States had an average
of more than two receivers for every person in 1980. The advent of cellular
telephony, data networking, and two-way paging has now added one transceiver
or more for each and every person. But the trends indicate that it will not stop
there. It can be argued that a model similar to what happened to computing is
taking hold in telecommunications. The evolution of technology also incurred an
evolution of computer use from a corporate site, to an office group, to an individ-
ual desk, to every home, to every individual, and now to embedded-computing in
many consumer household products. The largest growth occurred when computers
changed from devices that required interaction with the primary user to devices
that work in the background, such as a refrigerator, a TV, a phone, and the auto-
mobile. The same trend is occurring within the wireless communications environ-
ment. There are now multiple wireless devices per person within the first
adopters, as more consumer products are being developed that use primarily
unlicensed devices.
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2.5 Telecommunications Policy and Technology Impact on Regulation

Regulations based on static broadcast geometries cannot address the spatial,
numeric, and spectral dynamics of future radio technology. Technologists must
begin to address not only how to construct such new technologies, but also to
address how to bring dynamics into the regulatory framework.

2.5.1 Basic Geometries

Four basic geometries affect the type of technical and social/economic issues that
are addressed in wireless communications policy: fixed or mobile transmitters
combined with fixed or mobile receivers:

o Fixed Transmitter, Mobile Receiver(s)
o Fixed Transmitter, Fixed Receiver(s)
e Mobile Transmitter, Fixed Receiver(s)

e Mobile Transmitter, Mobile Receiver(s).

Fixed Transmitter, Mobile Receiver(s)

Fixed transmitter, mobile receiver systems include broadcasting, radio position
determination, and standard time and frequency signal services. Broadcasting
comprises a large fraction of the consumer devices such as radio (AM, FM, TV,
etc.). Radio position determination includes radio navigation and radio beaconing
services such as GPS. Standard time and frequency signal services include
WWVB, the National Institute of Standards and Technology (NIST) long-wave
standard time signal, which continuously broadcasts time and frequency signals at
60 kHz. The carrier frequency provides a stable frequency reference traceable to
the national standard. A time code is synchronized with the 60 kHz carrier and is
broadcast continuously at a rate of 1 bit per second (bps). Emission-only devices,
such as those for ISM purposes, including microwave ovens, magnetic resonance
equipment, and industrial heaters, are included in this category. The important
feature of these systems is that there are small numbers of high power transmitters
at fixed and potentially known locations. The economic challenge is to put most
of the complexity (i.e., cost) in the transmitter since the ratio of receivers to trans-
mitters is more than 1 million to 1.

The policy challenge with fixed transmitter, mobile receiver systems is to
determine the allowable transmission parameters (power, location) that prevent
interference at the receivers and provide for the potential of an economically
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viable business. The trade-offs for broadcasting services include the number of
stations in a given region and the viability of the service (number of customers).
The trades are exceptionally complex. The station density could be increased by
reducing transmission power and greater frequency reuse. However, that would
decrease the coverage area and thus the number of potential customers. The sta-
tion density could be increased by using closer band spacing between stations.
However, that would increase the out-of-band rejection by the receivers.

Fixed Transmitter, Fixed Receiver(s)

Fixed transmitter, fixed receiver systems include point-to-point, point-to-
multipoint, and radio astronomy services. Both endpoints are in fixed locations
and could either be a one-way (transmitter to receiver) or a two-way (transceiver
to transceiver) configuration. A point-to-point communication system is defined
as having two fixed transceivers. Private operational-fixed microwave may use an
operational-fixed station, and only for two-way communications related to the
licensee’s commercial, industrial, or safety operations. Point-to-multipoint
includes multipoint distribution systems (MDSs) and multichannel, multipoint
distribution systems (MMDSs) that are generally used for one-way data
broadcasting. Originally, the primary MMDS application was “wireless cable”
to deliver TV programs. Advances in antenna development allowed for two-way
digital subscriber link (DSL) applications to be implemented with MMDS.

Radio astronomy is the scientific study of celestial phenomena through
measurement of the characteristics of radio waves emitted by physical processes
occurring in space. The radio telescopes that are used for astronomical work are
extremely large because the signal strength coming from the distant stellar
objects is low and many of the frequencies that are observed are below 3 GHz.
The challenge is in addressing the location of fixed receiver, radio astronomy
systems that take decades to plan and construct. Originally located in places
away from population centers to minimize the potential for interference from
commercial systems, these systems now find themselves surrounded by
population centers. The policy-makers are essentially facing an issue of
whether to keep “radio-free zones™ around the telescopes or to find other means
to provide interference-free operation.

Fixed transmitter, fixed receiver systems are the most straightforward to
determine the transmission parameters to prevent interference with other systems.
However, the complexity occurs with mobile transmitters interfering with these
systems. Because the location of the fixed transceivers is generally unknown to
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mobile users, mobile transmitters can potentially interfere with a receiver operat-
ing close to the noise floor due to out-of-band emissions or lack of out-of-band
rejection by the receiver. However, the policy trades are quite straightforward
because the RF environment and the geometry are fixed.

Mobile Transmitter, Fixed Receiver(s)

Mobile transmitter, fixed receiver systems include monostatic active as well as
passive meteorological and Earth exploration systems. These systems are mobile
(either airborne or space based). In the passive sensing configuration, the opera-
tional area is unknown, as it has similar characteristics to radio astronomy. In the
active sensing configuration, the transmission location is unknown but the receiver
is co-located with the transmitter.

Mobile transmitter, fixed receiver systems generally employ extremely
sensitive receivers. Due to the mobility of the transmitter, the geographic region
impacted is fixed in size and moves with the transmitter. The policy challenges are
that the amount of frequency needed for these systems is large but the specified
frequency use is very small. Also, the operational frequencies are specific to the
physical attributes of the chemicals that are to be sensed. The sensitivity of the
receivers also requires all adjacent channel systems to have an extremely low out-
of-band emission. This is usually accomplished through guard bands. The chal-
lenge to the policy-maker is to determine the relative values of consumer services
compared with scientific investigation and Earth exploration. Those values
provide input as to whether to find mechanisms to access the unused spectrum
in one location while the sensor is operating in another location.

Mobile Transmitter, Mobile Receiver(s)

Mobile transmitter, mobile receiver systems include a wide range of mobile serv-
ices as well as portable unlicensed devices. These systems include radiotelephony
(e.g., cellular, personal communication system (PCS), wireless communication,
and specialized mobile radio (SMR)) and private land mobile radio (PLMR) ser-
vices. PLMR services are for state and local governments, and for commercial and
nonprofit organizations to use for mobile and ancillary fixed communications to
assure the safety of life and property and to improve productivity and efficiency.
Personal radio services include CB radios, Family Radio Service (FRS), and
remote control. Unlicensed devices, also known as licensed-by-rule, license-free,
or “Part 15 devices as denoted in the FCC rules, are included. The important
feature of these systems is that there are potentially large numbers of moderate
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(100 W) and extremely large numbers of low power (1 mW-1 W) transceivers that
are mobile. Both the mixture of powers and the unknown geometries between
receivers and transmitters make it impossible to provide absolute assurance of
interference-free operation without specifying a minimum separation distance.

Mobile transmitter, mobile receiver systems involve by far the most complex
geometries for policy-makers to address. Currently, all computations for interference
assume a minimum separation distance between devices (and it differs from device to
device). The assumption is that these distances represent the space in which the user
has full control and thus can directly impact the presence of interference. As with the
mobile transmitter, fixed receiver systems, the mobility of the transmitters creates the
uncertainty of the geometry between the transmitters and receivers. The mobility also
creates spectral regions in time, space, and frequency that are not used. The policy-
making challenge is to maximize the use of the spectrum, encourage the development
of new technologies and services, and to provide certainty (spectrum access, interfer-
ence, etc.) for the service providers to encourage investment.

2.5.2 Introduction of Dynamic Policies

Currently, the government spectrum management rules in the United States are
dynamic with respect to frequency. That is, the rules for particular spectrum-based
services tend to differ based on where a device is authorized to operate in the RF
spectrum. For example, licensed transmitters operating in the radio broadcasting
bands from 88 to 108 MHz must conform to the FM broadcasting rules of Part 73
[5]. The frequencies of such transmitters can be changed only after lengthy regu-
latory review to ensure such changes will not potentially cause harmful interfer-
ence. Cognitive radios can change frequency readily, in seconds or milliseconds.
These devices must incorporate aspects of the governing rules or policies from
each of the different spectral areas in which they might operate. New devices that
incorporate wireless fidelity (WiFi®) with mobile telephones and “roam” between
wide area networks (WANSs) and local area networks (LANs) are examples of how
multiple spectrum policies can be merged within a single device. The dynamics
are quite limited, yet possible under government and industry policies. The capac-
ity to adjust spectrum policies dynamically opens the new possibility of dynamic
spectrum policies. These policies can be at the device level, by which operational
envelopes can be downloaded and modified by either the regulatory agency or the
primary license holder. The dynamic policies can also be at the system level,
whereas the network policies that are used to optimize performance can now add
the parameter of spectrum access and the associated policies for using a specific
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band, at a location, with the particular system load. Three operational dimensions
of spectrum policy avail themselves to dynamics—specifically, time, space, and
interference.

e Time: An example of using the time dynamic in spectrum policy was exhibited
in the early days of radio. Particular AM stations would cease transmission
late at night and resume early the next morning. Time-based dynamics can be
extended significantly from this example. One extension is to include scheduled/
expected interactions that are quite predictable. These may include secondary
market transactions, in which a secondary provider accesses the spectrum using
a separate network. These also may include the flexible access of a band by the
primary user for a different application, such as reusing a cell site to provide
data telemetry to/from vending machines. A further extension of this concept,
which would be more opportunistic in character and less predictable, yet reliable
for both primary and secondary users, may include using the spectrum for a
short time or within a very limited area. One example is microtransactions within
the secondary market for such “spot” use. Another could be a noncooperative
use of spectrum that is currently not in use. The opportunistic use would exhibit
quick transactions that could be impractical for human intervention. Automated
schemes will be used similar to those used in financial transactions on the
New York Stock Exchange.

e Space: Spatial dynamics are depicted in cases where the location of a device
would determine its operational characteristics. One proposal for spatial
dynamics includes the allowance of higher power transmission of unlicensed
devices in rural environs. Another proposal is the use of unlicensed devices in
bands where the device is sufficiently far away from a UHF TV transmitter.
Location sensing would be necessary for the first proposal. Signal strength
sensing would be necessary for the second proposal. In either case, because the
transmitters are stationary, the location information is static. Therefore, once
the boundaries are determined through calculation or measurement, then these
boundaries could be programmed into a device. However, extending the con-
cept to avoid mobile transmitters creates additional complexities. The distance
to mobile transmitters would be constantly changing, and thus more automated
sensing and interference avoidance techniques would be required.

o Interference: In contrast to the spatial and temporal dynamics, interference
dynamics would need to understand not only its environment but also the
impact of its own transmission on the surrounding environment. The capacity
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to accurately measure and model the environment would be needed. A signifi-
cant amount of R&D has occurred over the past decade to improve the fidelity
of simulation and modeling of RF propagation. Companies such as Remcom
have products that are examples of those developments. Additionally, device
technology has significantly reduced the cost of RF sensing while also improving
in fidelity.

There are many specific applications of dynamic spectrum policies. In the case
where dynamic policies overlay current static policies, the choice for the device
designer is whether to provide those new capabilities at additional cost for each
device. An example of this is the case of whether to use licensed spectrum, sec-
ondary market spectrum, or unlicensed devices. Licensed spectrum has an assured
quality of spectrum access and interference but is associated with higher spectrum
costs. Each of the other choices has less assurance of quality but at lower spec-
trum costs.

It is easy to expect that with dynamic policies an explosion of new sensing
devices and cooperative networks can be developed. These will be aimed at
providing cost-effective solutions for both licensed and unlicensed uses. The
incorporation of more processing capacity within licensed and unlicensed devices
will present system developers with a large number of choices to provide new
services with variable quality to the consumer.

2.5.3 Introduction of Policy-Enabled Devices

All radio devices are policy-enabled devices at the base level—the policies
(or constraints) are the physical capabilities of the radio (e.g., power output,
frequency range, modes of operation). Cognitive radios offer the ability to
create dynamic-policy-enabled devices, or in other words, cognitive radios can
realize the dynamic usage of frequency bands on an opportunistic basis by
identifying and using the under-utilized spectrum. Policies that determine when
spectrum is to be considered as an available opportunity and that define the possi-
bilities of using these spectrum opportunities must be specified by the regulators
but implemented into the devices. The ability to encode policy into a device,
thus creating a policy-enabled device, can potentially have a profound impact
at the policy level [6], provided the device’s functionality as a radio remains
trustable [7].

The technology for policy-enabled devices is derived from the development of
the Semantic Web (SeW). The SeW is a machine for creating syllogisms. Thus the
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promise of SeW is to allow third parties to combine assertions to discover things
that are true but not specified directly. The research has focused on the development
of the Resource Description Framework (RDF) and the Web Ontology Language
(OWL). The RDF is a structured environment for representing information about
resources in the World Wide Web (WWW). It is particularly intended for meta-
data about web resources, such as the title, author, and modification date of a web
page, and so on. OWL can be used to explicitly represent the meaning of terms in
vocabularies and the ontological relationships between those terms.% Challenges
remain in the development of policy-enabled devices. The functionality of the
policy-enabled device must be “trustable” in its own operation. There has been a
great deal of work in the mathematics of trustable systems and in demonstrating
the impact of a flawed (e.g., not trustable) system (see, e.g., Mitola [7]).

If the ontology for the regulations for wireless communications could be
developed, then devices would be able to directly instantiate a policy into software
and check that policy: (1) for self-consistency and (2) for consistency with other
policies already in use.

Two profound changes for telecommunication policy-making can result from
this technology: (1) policy-makers can now include policies that are distinct in
both space and context and (2) policy-makers can now look at policies that change
with time. The latter is much more significant. The time dimension allows for pol-
icy to expire.

These new characteristics allow for more aggressive policy concepts. Current
policy-makers and regulators are extremely cautious because the rules they
develop will be long lived and affect millions of users. Thus the rules are very
conservative and address not only well-understood interference possibilities,
but also rare and statistically remote interference possibilities. In fact, with the
increased density and dynamic behavior of devices, it may be practically impossi-
ble (exponentially complex) to ensure interference-free operation. With policy-
enabled devices, new policies could be tried for shorter periods of time to
determine the impact of the new policies. This would be equivalent to a test of
the spectrum access system.

The ability to have policies instantiated in devices that can change with
respect to location and context is very desirable. Power limits that change with

Note that the eXtensible Markup Language (XML) can also be used to define policies, but
devices require the same parser for correct interpretation. OWL is better for distributing policy
information among different types of cognitive radio devices with possibly different interpretation
engines.
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respect to signal density or proximity to high usage areas could enable more cost-
effective deployments of communications to rural and underserved areas. In the
same way, devices in high usage areas would have to be capable of addressing
interference more robustly.

Policy-enabled devices allow for the implementation of dynamic policies.
Such new capabilities for the radios afford new possibilities for the regulator.

2.5.4 Interference Avoidance

The central role of spectrum management is interference management. The
design and operation of RF equipment, including communications and emitting
noncommunications devices, are predicated upon preventing and/or mitigating
electromagnetic interference. In today’s RF environment, interference generally
limits the usable range of communications signals. Interference protection has
always been a core responsibility of communication regulatory bodies such as the
FCC. Section 303(f) of the US Communications Act of 1934 as Amended directs
the FCC to promulgate regulations it deems necessary to prevent interference
between stations, as the public interest shall require [8]. This is still a critical
aspect of the FCC operation. The FCC’s strategic plan for the years 2003-2008
includes as a spectrum-related objective the “vigorous protection against harmful
interference ...” [9].

In 2002, the FCC created the Spectrum Policy Task Force (SPTF) to provide
recommendations for future spectrum policy [8]. The SPTF determined that there
are rising concerns that current interference management paradigms will not ade-
quately meet future spectrum demands. Four basic challenges to spectrum man-
agement were outlined:

1. many radio communications services have grown substantially in recent years;
2. consumer demand for RF devices has exploded;

3. the technology of waveform flexibility in radios moved from a relatively small
number of waveforms to widely varying signal architectures and modulation
types for voice, video, data, and interactive services;

4. the use of rapidly advancing technology, such as SDR and cognitive radio, will
continue to change the interference landscape.

For example, due to advances in digital signal processing and antenna technology,
communications systems and devices are becoming more tolerant of interference
through their ability to sense and adapt to the RF environment.
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Additionally, the increased ability of new technologies to monitor their local
RF environment and operate more dynamically than traditional technologies can
provide new mechanisms for interference management. The predictive models
used by government regulators and network operators can be updated, and per-
haps eventually replaced, by techniques that take into account and assess actual,
rather than predicted, interference.

2.5.5 Overarching Impact

Regulation of spectrum will undergo revolutionary changes in the near future,
allowing less restricted, more flexible access to spectrum. Such flexible spectrum
usage requires regulation to realize a more open spectrum. Policies that determine
when spectrum is considered as opportunity and that define the possibilities of
using these spectrum opportunities are to be specified. The advent of policies that
change with time and space will allow greater access to the fallow spectrum as
well as lower infrastructure costs. Lower infrastructure costs are obtained through
the ability to have policies change when conditions are warranted. The example of
rural areas being allowed to use a higher transmit power for unlicensed devices
would reduce the number of access points that are needed to service an area. The
optimal density of access points is related to the number of users within the foot-
print of the access point. Essentially a provider wants a specific number of users
per access point. Therefore, current rules have a highly suboptimal number of
users per access point in low usage areas and a highly suboptimal number of
access points per user in high usage areas. The current set of rules allows the area
covered by the access point to be reduced, but it does not allow the increase of
power. Dynamic policies associated with the state of the RF environment could
allow a more optimal design, and thus a lower infrastructure cost, to be used.

2.6 Global Policy Interest in Cognitive Radios

Since 2000, the interest in how technology has changed both in RF spectrum
needs by the user community and RF spectrum regulatory methods has been
heightened within the radio community. The push to data services within the con-
text of wireless Internet access has been seen as a fundamental shift from the
wireless services to wireless access. The spectrum needs manifested themselves
with the move toward third-generation (3G) services by wireless service providers
as well as the plethora of unlicensed wireless devices e.g., WiFi, cordless phones)
in consumer electronics. These trends actually followed a significant increase of
wireless communications development and usage within the federal users of the
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spectrum, such as the military. The inherent limitation of omnidirectional RF
propagation limited the new uses of the spectrum to below 6 GHz.

The development of cognitive radio technology and application concepts,
especially in DSA, has received significant interest worldwide. The greatest inter-
est has been in the United States from both the DoD and the FCC.

2.6.1 Global Interest

Figure 2.8 provides a list of global regulatory activities with respect to cognitive
radios and DSA. Most of the interest outside of the United States and United
Kingdom has been investigatory. A great deal of activity has been ongoing within
the ITU and the European Telecommunications Standards Institute (ETSI)

in developing definitions, standards, and regulatory regimes for using this new
technology.

ETSI is officially responsible for standardization of Information and
Communication Technologies (ICT) within Europe, including telecommunica-
tions. ETSI has 688 members from 55 countries inside and outside Europe,
including manufacturers, network operators, administrations, service providers,
research bodies, and users. ETSI plays a major role in developing a wide range of
standards and other technical documentation as Europe’s contribution to world-
wide ICT standardization.

2.6.2 US Reviews of Cognitive Radios for Dynamic Spectrum Access

In the United States, a number of federal institutions involved with spectrum regu-
lation, usages, or oversight undertook a wide range of studies. These studies were
broken into two categories: (1) analysis of the use of needs of the RF spectrum
(Government Accountability Office (GAO), Defense Science Board (DSB),
NTIA, and Toffler Associates; see under the sections Government Accountability
Office through Toffler Associates) and (2) investigations of changes needed in the
regulation, policy, and management of the RF spectrum (FCC, Center for
Strategic and International Studies (CSIS), DoC; see under the sections Federal
Communications Commission through US Department of Commerce).

Government Accountability Office

The US GAO exists to support the US legislature through evaluation and investi-
gations of federal programs and policies. This provides additional information for
the US Congress to make oversight, policy, and funding decisions. The GAO has
conducted a series of studies into wireless communications policy. During the
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® United States

— FCC: Report and Order, ET Docket No. 00-47—Authorization and Use of Software Defined Radios; Vanu
Corporation get First Approved SDR in 2004; Notice of Proposed Rulemaking, ET Docket No. 03-108—
Facilitating Opportunities for Flexible, Efficient, and Reliable Spectrum Use Employing Cognitive Radio
Technologies; Notice Proposed Rulemaking, ET Docket No. 04-186—Unlicensed Operation in the TV
Broadcast Bands and Additional Spectrum for Unlicensed Devices Below 900 MHz and in the 3 GHz Band,
Strategic Plan 2006-11—Encouraging the development of new technologies, such as cognitive radio and
dynamic frequency selection; ...

e Japan

— Ministry of Internal Affairs and Communications (formally MPHPT): Promoting R&D of technologies for
efficient spectrum inclusive of cognitive radio systems to search for unused spectrum.

® New Zealand

— Ministry of Economic Development. 2005 Review of Radio Spectrum Policy in New Zealand—the role of
spectrum band managers may be reduced through the use of SDRs, New Zealand’s physical isolation
provides for an ideal position to be a test bed for new wireless technologies, “cognitive or smart” radios will
eventually have the capacity to locate and utilize any unoccupied spectrum, and none of New Zealand’s
current licensing types is well suited for managing SDRs and cognitive radios.

® Australia

— Australian Communications and Media Authority (formally ACA and ABA): Vision 20/20 report on future
communications—realizing the future of ubiquitous communications with wireless expected to have an
increasingly central role with increases spectrum sharing and cognitive radio technologies.

e Canada

— Canadian Radio—Television and Telecommunications Commission

— Industry Canada: Spectrum Policy Framework for Canada—Implementation of new technologies and new
spectrum management concepts using recent innovations in wireless technology such as cognitive radio and
software defined radio. The department solicited for comments in determining to what extent these
technologies might increase the use and access of the RF spectrum in the future.

e ITU

— GSC: GSC-10 (Radiocommunication Items) in 2005 issued a resolution (GSC-10/6) on Global Radio
Standards Collaboration on Wireless Access Systems to encourage collaboration on measurement
techniques and certification requirements for cognitive capabilities including DFS; GSC-10 also called for
accelerated standards development for SDR and cognitive radio; GSC-10 also resolves to study better ways
to manage interference using adaptive frequency agility, listen before transmit, etc.

— ETSI: Considering the impact on SDR of the Radio & Telecommunications Terminal Equipment (R&TTE)
Directive with respect to electromagnetic compatibility (EMC), radio characteristics, nonconforming software,
security, and integrity issues due to potential failures of the software download process.

— ITU-R WP8A and WP8F: Developing definitions and application areas for SDR and cognitive radio
technology. The draft reports indicate that many of the communications administrators around the globe
have begun to investigate the use of these new technologies.

o India

— Telecom Regulatory Authority of India: Consultation paper on Issues Relating to Private Terrestrial TV
Broadcasting Service addresses alternative technologies. Comments received state that rural
communications could use cognitive radio technologies to find, in situ, better bands for foliage penetration.

® United Kingdom

— Office of Communications (OFCOM): Technology R&D program, initiated in 2005, studies flexible,
multiprotocol, multiband cognitive radio systems. Near-term investigations into band-sharing technologies.

— Commission for Communications Regulation (COMREG) in Ireland: Issued the first cognitive radio/dynamic
spectrum assess test license.

o European Union

— Project Team 8 (PT8) (Postal and Telecommunications Administration, Electronic Communications
Committee Working Group): Tasked with developing a report on the regulatory structure needed to enable
the introduction of new radio technologies. A particular focus will be increased opportunities to share
spectrum.

— EU Commission: Published a Forward-Looking Radio Spectrum Policy for the European Union—Second
Annual Report with key initiatives, including the implementation of flexible spectrum usage through the
development of “smart” or cognitive radios. Such efforts will be funded under the EU Research and
Technology Development (RTD) Framework Programme.

Figure 2.8: 2005 International regulatory activities on cognitive radio.
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time from 2000 to 2005, the GAO conducted a series of studies on the uses and
expected needs of the spectrum.

Due to the increasing demands for RF spectrum, the GAO was asked to exam-
ine whether future spectrum needs can be met given the current regulatory frame-
work. The ensuing report [10] focused mostly on the spectrum management
structure within the United States and the decision-making impediments caused
by having two regulatory agencies focusing on separate constituents: federal users
versus nonfederal users. The significant increase of shared bands between federal
and nonfederal users requires a consensus between the two groups. However, the
report indicated that SDRs and other advanced technologies can potentially allevi-
ate many of the conflicts by making spectrum more plentiful through more effi-
cient access.

In 2004, the GAO performed a study [11] into how agencies within the US
government that access RF spectrum can use advanced technologies to improve
their “spectrum efficiency.” The study clearly acknowledges that technologies
such as “software-defined cognitive radios can be adapted to operate in virtually
any segment of spectrum and, in the future, may be able to adapt to real-time con-
ditions and make use of under-utilized spectrum in a given location and time.”
The report, however, also indicated that the current allocation system does not
allow these technologies to operate. The study also indicates that the lack of
knowledge of the operating environment is an impediment. The report concludes
that new technologies, such as cognitive radio, exhibit exceptional promise for
efficient spectrum utilization but that there are few regulatory requirements or
incentives to employ these technologies.

Defense Science Board

The DSB is a Federal Advisory Committee for the US DoD staffed by technology
and business experts, who conduct studies pertinent to the DoD. The military is
the primary source of R&D funding for advanced communications due to its
changing requirements and the willingness to deploy expensive communications
assets.

The DSB conducted two spectrum-related studies during the period 2000—
2005 on the current and expected DoD needs for accessing the RF spectrum. The
DSB reported in November 2000 [12] that the management of time, space, and
modulation dimensions of the RF spectrum increases the use of the scarce RF
spectrum resource. This control should share the spectrum, in real time, and thus
be more efficient than fixed allocations. These real-time systems dynamically
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control the assigned frequencies to assure communications. The report further
finds that dynamic frequency assignment by radios that can sense the spectrum
could present unknown problems in spectrum management. It further questions,
the technical issues concerning which technologies to develop and how to apply
these new capabilities for spectrum sharing and dynamic frequency allocation
and/or assignment.

In July 2003, the DSB addressed dynamic access to mobile networks in a
report on wideband RF modulation [13]. In that report, the DSB viewed software
radios as both a risk and an opportunity. The risk lies in the potential of develop-
ing and implementing protocols and waveforms that could not be supported by
existing systems and command and control techniques. There is also an interfer-
ence danger with radios that can change their configuration without knowledge
of how the new transmission waveforms and frequencies would impact other
deployed systems. Even with these risks, the report has a strong recommendation
that the US DoD “increase and focus investment in flexible and adaptive agile
wideband communications technologies to achieve necessary mission capabilities
in a highly dynamic RF communications environment.” That is, invest in
cognitive radios.

National Telecommunications and Information Administration

Although the FCC is the official US regulatory body for RF spectrum, there are
cases in which it does not have jurisdiction. By law, national security use of the
spectrum is under the jurisdiction of the US president. The use of spectrum for
national security has been applied broadly to include federal agencies such as

the DoD, FAA, and Federal Bureau of Investigation (FBI). The jurisdiction of

the federal use of the spectrum has been delegated to the Assistant Secretary of
Commerce for Communications and Information, who is also the Director of
NTIA. NTIA performs numerous studies to investigate the impact of new technol-
ogy and the needs of the RF spectrum users within federal agencies.

Toffler Associates

In 2001, a study by Toffler Associates provided recommendations as to the next
steps for spectrum policy in the United States [14]. The study focused primarily
on management aspects of spectrum allocations and thus did not address specific
technology impacts such as those from cognitive radio. However, the recommen-
dations from this independent group do address overall issues such as developing
a long-term strategy and how to conduct spectrum reallocations. A primary focus
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of the proposed strategy was to develop a framework that anticipated change and
remained versatile. This includes the predication of the needs for future spectrum
allocations as well as the impact of future technologies such as software defined
and cognitive radios.

Federal Communications Commission

The FCC is the US regulatory body for the RF spectrum as per the US
Communications Act. The FCC performs numerous studies on both RF spectrum
needs and technical issues such as interference. In 2002, the FCC chartered a
forward-looking study to investigate the changes occurring in technology and to
recommend how the FCC should develop and implement spectrum policy; more
specifically, the intent of the study was to “identify and evaluate changes in
spectrum policy that will increase the public benefits derived from the use of
radio spectrum. The creation of the SPTF initiated the first ever comprehensive
and systematic review of spectrum policy at the FCC” [15]. A primary goal was
to move from a reactive spectrum management model to one more in line with
a proactive spectrum policy. The SPTF noted that technological advances,
specifically in software defined and cognitive radio, are enabling both the need
to change spectrum policy and the capacity to look at different paradigms to
implement spectrum policy.

The SPTF concluded that technology improvements have shown that the
capacity is limited by the regulatory means used to access the RF spectrum. That
is, access and not technical efficiency is the limiting factor for using the spectrum.
Software defined and cognitive radio technology enables accessing the spectrum
in multiple dimensions, such as time, frequency, bandwidth, and power.

Traditional spectrum management techniques use models and measurements to
predict the interaction between different radio transmitters and receivers. Therefore
operational parameters such as transmission power, out-of-band emission, and the
size of guard bands are selected to ensure interference-free interoperation of
devices. The technological advances in interference rejection and digital coding will
require changes to these parameters if spectrum management is to keep pace with
technology. Without those changes, the operational parameters will be too conserva-
tive and thus limit the capacity to use the spectrum efficiently. Additionally, the abil-
ity to monitor the RF environment and dynamically alter radio operation makes the
traditional predictive interaction model of management obsolete.

Because operational values can change with technology as well as be modified
in situ, spectrum management will need to change. The current method of
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explicitly regulating transmission characteristics to prevent interference will need
to move to a rights and responsibilities model in which interference is explicitly
defined and the operational parameters must be set by the device accessing the
spectrum to be within the interference limits.

The SPTF recommended 39 changes to promote more efficient spectrum poli-
cies and more intensive use of the RF spectrum. Recommendations in four broad
areas have a direct impact on cognitive radios:

e Allow for maximum feasible flexibility of spectrum use by both licensed and
unlicensed users.

e Adopt a more quantitative approach to interference management based on the
concept of interference temperature.

e Promote access to the spectrum through secondary market policies that encour-
age access for “opportunistic” devices and, where appropriate, permit ease-
ments for spectral overlays and underlays.

e Promote spectrum access and flexibility in rural areas such as varying power
levels, leasing mechanisms, and geographic licensing.

The overarching impact that the recommendations provided was that the
FCC move from the single-use model of spectrum use to more of a flexible-use
model. In that model, the FCC would clearly define the rights and responsibilities
for access to the RF spectrum and then let the users optimize and interact and/or
trade. It was recommended that policy-makers address the difficult challenge of
defining the appropriate engineering metrics in which to enable such a policy.
Such metrics (e.g., the interference metric, which is discussed in section
Defining the Rules for DSA), could then be implemented directly within a
cognitive radio.

Center for Strategic and International Studies

The CSIS is a private, bipartisan public policy research organization that provides
insights and possible solutions to current and emerging issues. In 2002-2003,
CSIS organized a commission to address spectrum management for the 21st cen-
tury. The commission focused on four problems for US spectrum management:
(1) lack of long range plans, (2) lack of mechanisms to resolve disputes between
spectrum management organizations, (3) increased challenges in negotiating inter-
national spectrum agreements, and (4) the risk to security and economic growth
due to “lag in the development and use of new technologies” [16]. Although the

67



Chapter 2

commission addressed concerns for US policy, the fourth problem is relevant to
all spectrum policy organizations.

The CSIS commission noted that the development of spectrum-based tech-
nologies is increasing rapidly. In general, these technologies are initially devel-
oped within the military communications communities and then migrate to the
commercial and consumer markets. Thus, technology is providing new ways to
allow more intensive use of the spectrum and could alleviate the perception of a
spectrum shortage. Cognitive radio technology enables the exploitation of gaps in
transmission frequencies and usage times to allow such an increase of spectrum
use. Additionally, such technology can be used to provide more robust behavior to
interference. The commission was concerned that the license-centric spectrum
management policies cannot accommodate such new capabilities.

The CSIS commission had multiple recommendations for improving spectrum
management. Two recommendations addressed organizational structure through
more oversight at the White House, with new National Security Council and
National Economic Council positions and a spectrum advisory board. In order to
address the impact of the pace of technological innovation, the commission also
recommended the establishment of a research consortium to support the govern-
ment and private sectors. This consortium would establish goals for research in
spectrum innovations as well as provide a platform for resolving technical dis-
putes that arise as technology changes.

US Department of Commerce

In June 2003, the US president issued a memorandum recognizing how the RF
spectrum contributes to “significant innovation, job creation and economic
growth.” He then created a Spectrum Policy Initiative, chaired by the DoC, to
develop recommendations for improving spectrum management policies and pro-
cedures [17, 18]. The subsequent report from the initiative indicates: “Given the
increase in new and innovative radio communication systems seeking access to
the spectrum, the most challenging issue is interference problems inherent in
using the latest technologies.” The report continues to address the challenges from
technology by stating, “The unpredictable nature of ... ingenuity is not to be
solved—it is a reality to be embraced ...”

Many of the recommendations put forth by the initiative are for modifications
to the structure of the spectrum management community. However, there are two
recommendation areas that could significantly impact the development of cogni-
tive radios: a Spectrum Sharing Innovation Testbed and Spectrum Management
Tools. The report acknowledges the need for more sharing between spectrum
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users is inevitable due to the increased need for spectrum and the available tech-
nology to enable such sharing. In fact, 54 percent of the spectrum allocations
below 3 GHz are shared and 94 percent below 300 GHz are shared. The initiative
report recommends the development of a Spectrum Sharing Innovation Testbed,
which consists of spectrum that will be set aside exclusively to test and evaluate
new methods for spectrum sharing.

The initiative also recognized that there will be a continued explosion of spec-
trum uses, and that spectrum managers need the proper tools to be effective and
efficient. The employment of cognitive radios was specifically mentioned as a
technology whose promise and limitations should be better understood by both
the FCC and the NTIA.

2.7 Summary

By 2005, the policy community had embraced the utility of cognitive radios from
the vantage points of new applications as well as new policy regimes. Due to the
lack of operational prototypes, the community has been in a preparatory phase in
developing definitions and potential operation envelopes in which cognitive radios
may function. The greatest amount of interest is in the DSA applications because
these are seen as opportunities to provide more services and new technologies
without having to allocate new spectrum.

This chapter has presented a review of relevant technical and policy defini-
tions. Key among them are the following:

o Cognitive radios consist of four new capabilities: (1) flexibility, to change wave-
form and configuration; (2) agility, to change the spectral band in which to
operate; (3) sensing, to observe the state of the system; and (4) networking, to
communicate between multiple nodes for aggregating capacity.

e The GSC within the ITU is developing a definition of cognitive radios as well
as extensions to also cover policy based and DFS radios.

o Currently, there are three basic frequency assignment methods: command and
control, auctions, and protocols and etiquettes. Command and control has been
employed the most, but the use of auctions has been growing in popularity
since its inception in 1994. Protocols and etiquettes are generally applied for
unlicensed or license-free devices.

e OSA provides a new mechanism to dynamically obtain frequency assignments
through sensing open spectral regions and adapting frequency selection in a
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cognitive radio. This ability has been under development within the technical
community since 1999 and within the regulatory community since 2002.

o Interruptible spectrum is a special subset of frequency assignment when aperi-
odic increase in spectral assignment is obtained by interruption of part of the
band of another service.

This chapter has also addressed the policy-relevant issues that need to be
addressed if cognitive radios are to be used to their fullest capacity:

e Policy challenges for cognitive radios include addressing nondeterminism of
self-learning algorithms, verification/validation of software, and the impact of
waveform flexibility on out-of-band receivers.

e DSA policy must address the question of the rights of the license holder to pre-
vent unauthorized use by an opportunistic device.

e DSA uses waveform flexibility and frequency agility to optimize performance.
Interference metrics to determine the impact of waveforms on receivers is
needed to provide a quantitative method to limit and/or eliminate interference.

e Multiple mechanisms are employed to insure security operation of a cognitive
radio: equipment authorization, software certification, and in situ monitoring of
a transmitter. Equipment authorization and software certification become more
impractical as the number of operations and/or software states grows exponen-
tially. In situ monitoring is a developing technology.

Finally, this chapter provided a short tutorial as to the relevant regulatory roles with
cognitive radios:

e US spectrum policy agencies are the NTIA and the FCC.

o Four basic geometries determine the type of technical and economic issues
that are addressed in communications policy: (1) fixed transmitter, mobile
receiver(s); (2) fixed transmitter, fixed receiver(s); (3) mobile transmitter,
mobile receiver(s); and (4) mobile transmitter, fixed receiver(s).

e Spectrum management policies can be selected to optimize system and network
performance given current spectrum activity and interference properties in
space and time.

o Significant global interest in cognitive radio technology and policy exists, includ-
ing Japan, New Zealand, Australia, Canada, the United States, the International
Telecommunications Union, India, the United Kingdom, and the European Union.
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3.1 Introduction

This chapter explores both the hardware and software domains of software defined
radio (SDR). The span of information covered is necessarily broad; therefore, it
focuses on some aspects of hardware and software that are especially relevant to
SDR design. Beyond their obvious differences, hardware and software analyses
have some subtle differences. In general, hardware is analyzed in terms of its
capabilities. For example, a particular radio frequency (RF) front-end (RFFE) can
transmit up to a certain frequency, a data converter can sample a maximum band-
width, and a processor can provide a maximum number of million instructions per
second (MIPS). Software, in contrast, is generally treated as an enabler. For exam-
ple, (1) a signal processing library can support types of modulation, (2) an OS can
support multithreading, or (3) a particular middleware implementation can support
naming structures. Given this general form of viewing hardware and software, this
chapter presents hardware choices as an upper bound on performance, and soft-
ware as a minimum set of supported features and capabilities.

Cognitive radio (CR) assumes that there is an underlying system hardware and
software infrastructure that is capable of supporting the flexibility demanded by the
cognitive algorithms. In general, it is possible to provide significant flexibility
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with a series of tunable hardware components that are under the direct control of
the cognitive software. In the case of a cognitive system that can support a large
number of protocols and air interfaces, it is desirable to have a generic underlying
hardware structure.

The addition of a series of generalized computing structures underlying the
cognitive engine implies that the cognitive engine must contain hardware-specific
knowledge. With this hardware-specific knowledge, the cognitive engine can then
navigate the different optimization strategies that it is programmed to traverse.
The problem with such knowledge is that a change in the underlying hardware
would require a change in the cognitive engine’s knowledge base. This problem
becomes exacerbated when one considers porting the engine to other radio
platforms. For example, there could be a research and development platform that
is used to test a variety of cognitive algorithms. As these algorithms mature, it
is desirable to begin using these algorithms in deployed systems. Ideally, one
would just need to place the cognitive engine in the deployed system’s management
structure. However, if no abstraction were available to isolate the cognitive
engine from the underlying hardware, the cognitive engine would need to be
modified to support the new hardware platform. It is clear that an abstraction is
desirable to isolate the cognitive engine from the underlying hardware. The
abstraction of hardware capabilities for radio software architecture is a primary
design issue.

SDR is more than just an abstraction of the underlying hardware from the
application. SDR is a methodology for the development of applications, or wave-
forms in SDR parlance, in a consistent and modular fashion such that both soft-
ware and hardware components can be readily reused from implementation to
implementation. SDR also provides the management structure for the description,
creation, and tear-down of waveforms. In several respects, SDR offers the same
capabilities supported by OSs; SDR is actually a superset of the capabilities
provided by an OS. SDR must support a variety of cores, some of which may be
deployed simultaneously in the same system. This capability is like a distributed
OS designed to run over a heterogenous hardware environment, where heteroge-
nous in this context means not only general purpose processors (GPPs), but also
digital signal processors (DSPs), field-programmable gate arrays (FPGAs), and
custom computing machines (CCMs). Furthermore, SDR must support the RF and
intermediate frequency (IF) hardware that is necessary to interface the computing
hardware with radio signals. This support is largely a tuning structure coupled
with a standardized interface. Finally, SDR is not a generic information technol-
ogy (IT) solution in the way that database management is. SDR deals explicitly
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with the radio domain. This means that context is important. This context is most
readily visible in the application programming interface (API), but is also apparent
in the strict timing requirements inherent to radio systems, and the development
and debugging complexities associated with radio design.

This chapter is organized as follows: Section 3.2 introduces the basic radio hard-
ware architecture and the processing engines that will support the cognitive function.
Section 3.3 discusses the software architecture of a SDR. Section 3.4 discusses SDR
software design and development. At present, many SDRs utilize a Software
Communications Architecture (SCA) as a middleware to establish a common frame-
work for waveforms, and the SCA is covered in some detail in this section. Section
3.5 discusses applications as well as the cognitive functionality and languages that
support cognitive software as an application. Section 3.6 discusses the develop-
ment process for SDR software components. Section 3.7 then discusses cognitive
waveform development. Finally, Section 3.8 presents a summary of the chapter.

3.2 Hardware Architecture

The underlying hardware structure for a system provides the maximum bounds for
performance. The goal of this section is to explore hardware for SDR from a radio
standpoint. Figure 3.1(a) shows a basic radio receiver. As one example based on
the basic radio receiver architecture, Figure 3.1(b) shows a design choice made
possible by digital signal processing techniques, in which the sampling process
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Figure 3.1: (a) Data flow and component structure of a generalized coherent radio receiver;
(b) Data flow and component structure of a generalized coherent radio receiver designed for
digital systems, with sampling as a discrete step (see Design Choices section on page 81 for
an explanation).
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for digital signal processing can be placed in any of several locations and still
provide equivalent performance.

3.2.1 The Block Diagram

The generic architecture tour presented here traces from the antenna through the
radio and up the protocol stack to the application.

RF Externals

Many radios may achieve satisfactory performance with an antenna consisting of
a passive conductor of resonant length, or an array of conductors that yield a beam
pattern. Such antennas range from the simple quarter-wavelength vertical to the
multi-element Yagi and its wide bandwidth cousin, the log periodic antenna.
Antennas used over a wide frequency range will require an antenna tuner to
optimize the voltage standing wave radio (VSWR) and corresponding radiation
efficiency. Each time the transceiver changes frequency, the antenna tuner will
need to be informed of the new frequency. It will either have a prestored table
derived from a calibration process, and then adjust passive components to match
the tuning recommendations of the table, or it will sense the VSWR and adapt the
tuning elements until a minimum VSWR is attained.

Some modern antennas include a number of passive components spread over
the length of the radiating elements that are able to present reasonable VSWR
performance without active tuning. The best such units today span a frequency
range of nearly 10:1. However, for radios that are expected to span 2 MHz-2 GHz,
it is reasonable to expect that the radio will need to be able to control a switch to
select an appropriate antenna for the frequency band in which the transceiver is
currently operating. Where beam antennas are used, it may also be necessary for
the radio to be able to manage beam pointing. In some cases, this is accomplished
by an antenna rotator, or by a dish gimbals. The logic of how to control the
pointing depends greatly on the application. Examples include: (1) exchanging the
global positioning system (GPS) position of each transceiver in the network, as
well as tracking the three-dimensional (3-D) orientation of the platform on which
the antenna is mounted so that the antenna pointing vector to any network
member can be calculated; (2) scanning the antenna full circle to find the maximum
signal strength; (3) dithering the antenna while tracking peak performance;
or (4) using multiple receive feed elements and comparing their relative strength.

Another common antenna is the electronically steered antenna. Control
interfaces to these antennas are quite similar in function; however, due to the
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ability to rapidly steer electronically, many of these antennas update their steering
angle as rapidly as once every millisecond. Thus, response time of the control
interfaces is critical to the expected function.

The most sophisticated antenna is the multiple input, multiple output (MIMO)
antenna. In these antennas, the interface boundary between the radio and the antenna
is blurred by the wide bandwidth and large number of complex interfaces between
the beam-steering signal processing, the large number of parallel RF front-end
receivers, and the final modem signal processing. For these complex antennas, the
SDR Forum is developing interface recommendations that will be able to anticipate
the wide variety of multi-antenna techniques currently used in modern transceivers.

Another common external component is the RF power amplifier (PA). Typically,
the external PA needs to be told to transmit when the transceiver is in the transmit
mode and to stop transmitting when the transceiver is in the receive mode. A PA will
also need to be able to sense its VSWR, delivered transmit power level, and its tem-
perature, so that the operator can be aware of any abnormal behavior or conditions.

It is also common to have a low-noise amplifier (LNA) in conjunction with an
external PA. The LNA will normally have a tunable filter with it. Therefore, it is
necessary to be able to provide digital interfaces to the external RF components to
provide control of tuning frequency, transmit/receive mode, VSWR and transmit
power-level sensing, and receive gain control.

In all of these cases, a general-purpose SDR architecture must anticipate the
possibility that it may be called upon to provide one of these control strategies for
an externally connected antenna, and so must provide interfaces to control
external RF devices. Experience has shown Ethernet to be the preferable standard
interface, so that remote control devices for RF external adapters, switches, PAs,
LNAs, and tuners can readily be controlled.

RF Front-End

The RF front-end consists of the receiver and the transmitter analog functions. The
receiver and transmitter generally consist of frequency up converters and down
converters, filters, and amplifiers. Sophisticated radios will choose filters and
frequency conversions that minimize spurious signals, images, and interference
within the frequency range over which the radio must work. The front-end design
will also maximize the dynamic range of signals that the receiver can process,
through automatic gain control (AGC). For a tactical defense application radio, it
is common to be able to continuously tune from 2 MHz to 2 GHz, and to support
analog signal bandwidths ranging from 25 kHz to 30 MHz. Commercial applications
need a much smaller tuning range. For example, a cell phone subscriber unit
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might tune only 824 MHz-894 MHz and might need only one signal bandwidth.
With a simplified design, the designer can eliminate many filters, frequency
conversions, and IF bandwidth filters, with practical assumptions.

The RF analog front-end amplifies and then converts the radio carrier
frequency of a signal of interest down to a low IF so that the receive signal can be
digitized by an analog-to-digital converter (ADC), and then processed by a DSP
to perform the modem function. Similarly, the transmitter consists of the modem
producing a digital representation of the signal to be transmitted, and then a
digital-to-analog converter (DAC) process produces a baseband or IF representation
of the signal. That signal is then frequency shifted to the intended carrier fre-
quency, amplified to a power level appropriate to close the communication link over
the intended range, and delivered to the antenna. If the radio must transmit and
receive simultaneously, as in full duplex telephony, there will also be some filtering
to keep the high-power transmit signal from interfering with the receiver’s ability
to detect and demodulate the low-power receive signal. This is accomplished by
complex filters usually using bulk acoustic wave or saw filters at frequencies below
2 GHz, or yttrium-iron-garnet (YIG) circulators at frequencies above 2 GHz.

The typical software-defined RFFE begins notionally with receiving a signal
and filtering the signal to reflect the range of frequency covered by the intended
signals. For a spread spectrum wideband code division multiple access
(WCDMA) signal, this could be up to 6 MHz of bandwidth. In order to assure that
the full 6 MHz is presented to the modem without distortion, it is not unusual for
the ADC to digitize 12 MHz or so of signal bandwidth. In order to capture
12 MHz of analog signal bandwidth set by the IF filters without aliasing artifacts,
the ADC will probably sample the signal at rates above 24 million samples per
second (Msps). After sampling the signal, the digital circuits will shift the
frequency of the RF carrier to be centered as closely as possible to 0 Hz direct
current (DC) so that the signal can again be filtered digitally to match the exact
signal bandwidth. Usually this filtering will be done with a cascade of several
finite impulse response (FIR) filters, designed to introduce no phase distortion
over the exact signal bandwidth. If necessary, the signal is despread, and then
refiltered to the information bandwidth, typically with an FIR filter.

Analog-to-Digital Converters

The rate of technology improvement versus time has not been as profound for
A/D converters as for digital logic. The digital receiver industry is always looking
for wider bandwidth and greater dynamic range. Successive approximation ADCs
were replaced by flash converters in the early 1990s, and now are generally
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replaced with sigma-delta ADCs. Today’s ADC can provide up to 105 Msps at
14-bit resolution. Special-purpose ADCs have been reported to provide sample
rates over 5 giga samples per second (Gsps) at 8-bit resolution.

State-of-the-art research continues to push the boundaries of analog-to-digital
(A/D) performance with a wide variety of clever techniques that shift the
boundaries between DSP and ADC.

Modem

After down-conversion, filtering, and equalization, the symbols are converted to
bits by a symbol detector/demodulator combination, which may include a
matched filter or some other detection mechanism as well as a structure for
mapping symbols to bits. A symbol is selected that most closely matches the
received signal. At this stage, timing recovery is also necessary, but for symbols
rather than the carrier. Then the output from the demodulator is in bits.

The bits that are represented by that symbol are then passed to the forward
error correcting function to correct occasional bit errors. Finally, the received
and error-corrected bits are parsed into the various fields of message, header,
address, traffic, etc. The message fields are then examined by the protocol layers
eventually delivering messages to an application (e.g., Web browser or voice
coder (VoCoder)), thus delivering the function expected by the user.

SDRs must provide a wide variety of computational resources to be able to
gracefully anticipate the wide variety of waveforms, they may ultimately be
expected to demodulate. Today we would summarize that a typical SDR should be
able to provide at least 266 MIPS of GPP, 32 Mbytes of random access memory
(RAM), 100 MIPS of DSP, and 500 K equivalent gates of FPGA-configurable
logic. More performance and resources are required for sophisticated waveforms
or complex networking applications. Typically, the GPP will be called upon to
perform the protocol stack and networking functions, the DSP will perform the
physical layer modulation and demodulation, the FPGA will provide timing and
control as well as any special-purpose hardware accelerators that are particularly
unique to the waveform. It appears that SDR architectures will continue to evolve
as component manufacturers bring forward new components that shift the bound-
aries of lowest cost, highest performance, and least power dissipation.

Forward Error Correction

In some instances, the demodulated bits are passed on to a forward error correc-
tion (FEC) stage for a reduction in the number of bit errors received. One of the
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interesting aspects of FEC is that it can be integrated into the demodulation
process, such as in trellis-coded modulation; or it can be closely linked to demod-
ulation, as in soft decoding for convolutional codes; or it can be an integral part of
the next stage, medium access control (MAC) processing.

Medium Access Control

MAC processing generally includes framing information, with its associated
frame synchronization structures, MAC addressing, error detection, link manage-
ment structures, and payload encapsulation with possible fragmentation/defrag-
mentation structures. From this stage, the output is bits, which are input to the
network-processing layer. The network layer is designed for end-to-end connec-
tivity support. The output of the network layer is passed to the application layer,
which performs some sort of user functions and interface (speaker/microphone,
graphical user interface, keypad, or some other sort of human-computer interface).

User Application

The user’s application may range from voice telephony, to data networking, to text
messaging, to graphic display, to live video. Each application has its own unique
set of requirements, which, in turn, translate into different implications on the per-
formance requirements of the SDR.

For voice telephony today, the dominant mode is to code the voice to a moder-
ate data rate. Data rates from 4800 bps to 13,000 bps are popular in that they
provide excellent voice quality and low distortion to the untrained listener. The
digital modem, in turn, is generally more robust to degraded link conditions than
analog voice would be under identical link conditions.

Another criterion for voice communications is low latency. Much real experi-
ence with voice communications makes it clear that if the one-way delay for each
link exceeds 50 milliseconds,! then users have difficulty in that they expect a
response from the far speaker and, hearing none, they begin to talk just as the
response arrives, creating frequent speech collisions. In radio networks involving
ad hoc networking, due to the delay introduced by each node as it receives and
retransmits the voice signaling, it can be quite difficult to achieve uniformly low
delay. Since the ad hoc network introduces jitter in packet delivery, the receiver
must add a jitter buffer to accommodate a practical upper bound in latency of late

'Some systems specify a recommended maximum latency limit, such as 150 milliseconds for
ITU-T G114.
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packets. All of this conspires to add considerable voice latency. In response, voice
networks have established packet protocols that allocate traffic time slots to the
voice channels, in order to guarantee stable and minimal latency. In much the
same way, video has both low error rate and fixed latency channel requirements,
and thus networking protocols have been established to manage the quality
requirements of video over wireless networks. Many wireless video applications
are designed to accept the bit errors but maintain the fixed latency.

In contrast, for data applications, the requirement is that the data must
arrive with very few or absolutely no bit errors; however, latency is tolerated
in the application.

Voice coding applications are typically implemented on a DSP. The common
voice coding algorithms require between 20 and 60 MIPS and about 32 Kbytes of
RAM. Voice coding can also be successfully implemented on GPPs, and will typi-
cally require more than six times the instructions per second (100—600 MIPS) in
order to perform both the multiply—accumulate signal processing arithmetic and
the address operand fetch calculations.

Transmitting video is nearly 100 times more demanding than voice, and is
rarely implemented in GPP or DSP. Rather, video encoding is usually imple-
mented on special purpose processors due to the extensive cross-correlation
required to calculate the motion vectors of the video image objects. Motion
vectors substantially reduce the number of bits required to faithfully encode the
images. In turn, a flexible architecture for implementing these special purpose
engines is the use of FPGAs to implement the cross-correlation motion-detection
engines.

Web browsing places a different type of restriction on an SDR. The typical
browser needs to be able to store the images associated with each Web page in
order to make the browsing process more efficient, by eliminating the redundant
transmission of pages recently seen. This implies some large data cache function,
normally implemented by a local hard drive disk. Recently, such memories are
implemented by high-speed flash memory as a substitute for rotating electro-
mechanical components.

Design Choices

Several aspects of the receiver shown in Figure 3.1(a) are of interest. One of the
salient features is that the effect of all processing between the LNA and the FEC
stage can be largely modeled linearly. This means that the signal processing chain
does not have to be implemented in the way shown in Figure 3.1(a). The carrier
recover loop does not have to be implemented at the mixer stage. It can just as
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easily be implemented immediately before demodulation. Another point to note
is that no sampling is shown in Figure 3.1(a). It is mathematically possible to
place the sampling process anywhere between the LNA and the FEC, giving
the designer significant flexibility. An example of such design choice selection
is shown in Figure 3.1(b), where the sampling process is shown as a discrete
step.

The differences seen between Figures 3.1(a) and 3.1(b) are not at a functional
level; they are implementation decisions that are likely to lead to a dramatically
different hardware structure for equivalent systems. The following discussion on
hardware concentrates on processing hardware selections because a discussion of
RF and IF design considerations are beyond the scope of this book.

Several key concepts must be taken into consideration for the front-end of the
system, and it is worthwhile to briefly mention them here. From a design stand-
point, signals other than the signal of interest can inject more noise in the system
than was originally planned, and the effective noise floor may be significantly
larger than the noise floor due to the front-end amplifier.

One example of unpredicted noise injection is the ADC conversion process,
which can inject noise into the signal through a variety of sources. The ADC
quantization process injects noise into a signal. This effect becomes especially
noticeable when a strong signal that is not the signal of interest is present in an
adjacent channel. Even though it will be removed by digital filtering, the stronger
signal sets the dynamic range of the receiver by affecting the AGC, in an effort to
keep the ADC from being driven into saturation. Thus, the effective signal-to-
interference and noise ratio (SINR) of the received signal is lower than might
otherwise be expected from the receiver front-end. To overcome this problem and
others like it, software solutions will not suffice, and flexible front-ends that are
able to reject signals before sampling become necessary. Tunable RF components,
such as tunable filters and amplifiers, are becoming available, and the SDR design
that does not take full advantage of these flexible front-ends will handicap the
final system performance.

3.2.2 Baseband Processor Engines

The dividing line between baseband processing and other types of processing,
such as network stack processing, is arbitrary, but it can be constrained to be
between the sampling process and the application. The application can be
included in this portion of processing, such as a VoCoder for a voice system or
image processing in a video system. In such instances, the level of signal processing
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is such that it may be suitable for specialized signal processing hardware, espe-
cially in demanding applications such as video processing.

Four basic classes of programmable processors are available today: GPPs,
DSPs, FPGAs, and CCMs.

General Purpose Processors

GPPs are the target processors that probably come to mind first to anyone writing
a computer program. GPPs are the processors that power desktop computers and
are at the center of the computer revolution that began in the 1970s. The land-
scape of microprocessor design is dotted with a large number of devices from a
variety of manufacturers. These different processors, while unique in their own
right, do share some similarities, namely, a generic instruction set, an instruction
sequencer, and a memory management unit (MMU).

There are two general types of instruction sets: (1) machines with fairly broad
instruction sets, known as complex instruction set computers (CISCs); and (2)
machines with a narrow instruction set, known as reduced instruction set comput-
ers (RISCs). Generally, the CISC instructions give the assembly programmer
powerful instructions that address efficient implementation of certain common
software functions. RISC instruction sets, while narrower, are designed to produce
efficient code from compilers. The differences between the CISC and RISC are
arbitrary, and both styles of processors are converging into a single type of
instruction set. Regardless of whether the machine is CISC or RISC, they both
share a generic nature to their instructions. These include instructions that perform
multiplication, addition, or storage, but these instruction sets are not tailored to a
particular type of application. In the context of CR, the application in which we
are most interested is signal processing.

The other key aspect of the GPP is the use of a MMU. Because GPPs are
designed for generic applications, they are usually coupled with an OS. This OS
creates a level of abstraction over the hardware, allowing the development of
applications with little or no knowledge of the underlying hardware. Management
of memory is a tedious and error-prone process, and in a system running multiple
applications, memory management includes paging memory, distributed program-
ming and data storage throughout different blocks of memory. An MMU allows
the developer to “see” a contiguous set of memory, even though the underlying
memory structure may be fragmented or too difficult to control in some other
fashion (especially in a multitasking system that has been running continuously
for an extended period of time). Given the generic nature of the applications that
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run on a GPP, an MMU is critical because it allows the easy blending of different
applications with no special care needed on the developer’s part.

Digital Signal Processors

DSPs are specialized processors that have become a staple of modern signal pro-
cessing systems. In large part, DSPs are similar to GPPs. They can be pro-
grammed with a high-level language such as C or C++ and they can run an OS.
The key difference between DSPs and GPPs comes in the instruction set and
memory management. The instruction set of a DSP is customized to particular
applications.

For example, a common signal processing function is a filter, an example of
which is the Direct Form II infinite impulse response (IIR) filter. Such a filter is
seen in Figure 3.2.

Figure 3.2: Structure and data flow for Direct by
Form Il IIR filter as a basis for an estimate on
computational load.

As seen in Figure 3.2, the signal path is composed of delays on the incoming
signal of one sample, z~!, and the multiplication of each delayed sample by a
coefficient of the polynomial describing either the poles (a) or zeros (b) of the fil-
ter. If each delayed sample is considered to be a different memory location, then
to quickly implement this filter, it is desirable to perform a sample shift in the cir-
cular buffer, perform a multiply and an add that multiplies each delayed sample
times the corresponding polynomial coefficients, and store that result either in the
output register, in this case y[n], or into the register that is added to the input, x[n].

The algorithm in Figure 3.2 has several characteristics. Assuming that the fil-
ter is of length N (N-order polynomials), then the total computation cost for this
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algorithm can be computed. To optimize radio modem performance, filters are fre-
quently designed to be FIR filters with only the b (all zeros) polynomial. In order
to implement extremely efficient DSP architectures, most DSP chips support per-
forming many operations in parallel to make an FIR filter nearly a single instruc-
tion that is executed in a 1 clock cycle instruction loop. First, there is a loop
control mechanism. This loop control has a counter that has to be initialized and
then incremented in each operation, providing a set of N+ 1 operations. Within the
loop, there is also an evaluation of the loop control state; this evaluation is per-
formed N times. Within the loop, a series of memory fetch operations have to be
performed. In this case, there are N+ 1 accesses to get the coefficient and store the
result. There are additional N+ 1 circular accesses of the sample data plus the
fetch operation of the new data point, yielding a total of 2N+2 memory accesses.
Finally, there are the arithmetic operations: the coefficient multiplied by the signal
sample, and the accumulation operation (including the initial zero operation)
resulting in 2N+ 1 operations. Therefore, the DSP typically performs on the order
of 6N operations per instruction clock cycle.

Assuming that a GPP performs a memory fetch, memory store, index update,
comparison, multiplication, or addition in each computer clock cycle, then the
GPP would require 6N+ 3 clock cycles per signal sample. Using these assump-
tions, then an FIR filter with 32 filter taps and a signal sampled at 100 ksps would
yield (6 X 32 + 3) - 100 X 10° = 19.5MIPS. Therefore, just for the filter men-
tioned, almost 20 MIPS are required for the GPP to successfully filter this narrow-
band signal. In reality, a GPP is likely to expend more than one cycle for each of
these operations. For example, an Intel Pentium 4 floating point multiply occupies
6 clock cycles, so the given performance is a lower bound on the GPP MIPS load.

A DSP, in contrast, has the ability to reduce some of the cycles necessary to
perform the given operations. For example, some DSPs have single-cycle MAC
(multiple and accumulate). The Motorola 56001 is an example DSP that performs
single instruction multiply and accumulate with zero overhead looping. These
reductions result in a computational total of 3N+ 3. Given these reductions, the
computation load for the DSP is now (3 X 32 + 3) - 100 X 10® = 9.9 MIPS.

Given its customized instruction set, a DSP can implement specialized signal
processing functionality with a significantly fewer clock cycles than the more
generic GPP processors. However, GPPs are attempting to erode this difference
using multiple parallel execution arithmetic logic units so that they can perform
effective address calculations in parallel with arithmetic operations. These are
called superscalar architectural extensions. They are also attempting to raise the
performance of GPP multipliers through use of many pipeline stages, so that the
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multiplication steps can be clocked at higher speed. This technique is called a
highly pipelined architecture.

Field-Programmable Gate Arrays

FPGA s are programmable devices that are different in nature from GPPs and
DSPs. An FPGA comprises some discrete set of units, sometimes referred to as
logical elements (LE), logic modules (LM), slices, or some other reference to a
self-contained Boolean logical operation. Each of these logical devices has at least
one logic unit; this logic unit could be one or more multipliers and one or more
accumulators, or a combination of such units in some FPGA chip selections.
Logical devices are also likely to contain some memory, usually a few bits. The
developer then has some freedom to configure each of these logical devices,
where the level of reconfigurability is arbitrarily determined by the FPGA manu-
facturer. The logical devices are set in a logic fabric, a reconfigurable connection
matrix that allows the developer to describe connections between different logical
devices. The logic fabric usually also has access to some additional memory that
logical devices can share. Timing of the different parts of the FPGA can be con-
trolled by establishing clock domains. This allows the implementation of multirate
systems on a single FPGA.

To program an FPGA, the developer describes the connections between logi-
cal devices as well as the configuration of each of these logical devices. The final
design that the developer generates is closer to a circuit than a program in the tra-
ditional sense, even though the FPGA is ostensibly a firmware programmable
device. Development for the FPGA is done by using languages such as very high-
speed integrated circuit (VHSIC) Hardware Design Language (VHDL), which can
also be used to describe application-specific integrated circuits (ASICs), essen-
tially non-programmable chips. Variants of C exist, such as System-C, that allow
the developer to use C-like constructs to develop FPGA code, but the resulting
program still describes a logic circuit running on the FPGA.

The most appealing aspect of FPGAs is their computational power. For exam-
ple, the Virtex II Pro FPGA by Xilinx has a total of 6460 slices, where each slice
is composed of two look-up tables, two flip-flops, some math logic, and some
memory. To be able to implement 802.11a, a communications standard that is
beyond the abilities of any traditional DSP in 2005, would require approximately
3000 slices, or less than 50 percent of the FPGA’s capabilities, showing the impor-
tance of a high degree of parallelism in the use of many multiply accumulators to
implement many of the complex-waveform signal processes in parallel.
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From a performance standpoint, the most significant drawback of an FPGA 1is
that it consumes a significant amount of power, making it impractical for battery
powered handheld subscriber solutions. For example, the Virtex 11 Pro FPGA
mentioned above is rated at 2648 mW of power expenditure, whereas a low-power
DSP such as the TMS320C55x is rated at 65—-160 mW, depending on clock speed
and version, and its high-performance cousin, the TMS320C64x, is rated at
250-1650 mW, depending on clock speed and version.

3.2.3 Baseband Processing Deployment

One of the problems that the CR developer will encounter when designing a sys-
tem is attempting to determine what hardware should be included in the design
and what baseband processing algorithm to deploy into which processors. The ini-
tial selection of hardware will impose limits on maximum waveform capabilities,
while the processing deployment algorithm will present significant run-time chal-
lenges if left entirely as an optimization process for the cognitive algorithm. If the
processing deployment algorithm is not designed correctly, it may lead to a sub-
optimal solution that, while capable of supporting the user’s required quality of
service (QoS), may not be power efficient, quickly draining the system batteries
or creating a heat dissipation problem.

The key problem in establishing a deployment methodology is one of scope.
Once a set of devices and algorithm performance for each of these devices has
been established, there is a finite set of possibilities that can be optimized. The
issue with such optimization is not the optimization algorithm itself; several algo-
rithms exist today for optimizing for specific values, such as the minimum mean
square error (MMSE), maximum likelihood estimation (MLE), genetic algo-
rithms, neural nets, or any of a large set of algorithms. Instead, the issue is in
determining the sample set over which to perform the optimization.

There is no openly available methodology for establishing the set of possible
combinations over which optimization can occur. However, at least one approach
has been suggested by Neel et al. [1] that may lead to significant improvements in
deployment optimization. The proposed methodology is partitioned into platform-
specific and waveform-specific analyses. The platform-specific analysis is further
partitioned into two types, DSP/GPP, and FPGA. The platform-specific analysis is
as follows:

1. Create an operations audit of the target algorithms (number and type of
operations).
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2. For DSP:
(a) Create a set of target devices.
(b) Establish cycle-saving capabilities of each target device.

3. For FPGA:

(a) Create a set of devices.

(b) Establish mapping between different FPGA families. This mapping can be
done on the basis of logical devices, available multiplies per element, or
another appropriate metric.

(c) Find logical device count for each target algorithm. FPGA manufacturers
usually maintain thorough libraries with benchmarks.

(d) Use mapping between devices to find approximate target load on devices
when a benchmark is not available.

Once the platform-specific analysis is complete, the developer now has the
tools necessary to map specific algorithms onto a set of devices. Note that at this
stage, there is no information as to the suitability of each of these algorithms to
different platforms, since a base clock rate (or data rate) is required to glean that
type of information.

Given the platform-specific information assembled above, it is now possible to
create performance estimates for the different waveforms that the platform is
intended to support:

1. Create a block-based breakdown of the target waveform (using target algo-
rithms from step 1 as building blocks).

2. Breakdown target waveform into clock domains.

3. Estimate time necessary to complete each algorithm.
(a) In the case of packet-based systems, this value is fairly straightforward.?
(b) In the case of stream-based systems, this value is the allowable latency.

4. Compute number of operations per second (OPS) needed for each algorithm.

2If the received signal is blocked into a block of many signal samples, and then the receiver
operates on that block of signal samples through all of the receive signal processes, the process
can be imagined to be a signal packet passing through a sequence of transforms. In contrast,

if each new signal sample is applied to the entire receive process that is referred to here as a
stream-based process.
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5. Create a set of devices from the platform-specific phase that meet area and cost
parameters (or whatever other parameters are appropriate for a first cut). This
set of devices can be very large. At this stage, the goal is to create a set of
devices or combination of devices that meet some broad criteria.

6. Cycle through the device set.
(a) Attempt to map algorithms onto given devices in set.
(i) For DSP:

(1) Make sure that OPS calculated in step 4 of the waveform-specific
analysis are reduced by cycle-saving capabilities outlined in step
2b of the platform-specific analysis.

(2) The result of the algorithm map is a MIPS count for each device.

(i) For FPGA:

(1) Mapping of the algorithm is a question of the number of occupied
logical devices.

(2) Make sure that clock domains needed for algorithms can be
supported by the FPGA.

(b) If a solution set of MIPS and/or LE exists for the combination of devices
in the set, then save the resulting solution set for this device set; if a solu-
tion does not exist, discard the device set.

7. Apply appropriate optimization algorithm over resulting solution set/device set
from step 6. Additional optimization algorithms include power budgets, and
performance metrics.

The process described yields a coarse solution set for the hardware necessary
to support a particular set of baseband processing solutions. From this coarse
set, traditional tools can be used to establish a more accurate match of resources
to functionality. Furthermore, the traditional tools can be used to find a solution
set that is based on optimization criteria that are more specific to the given needs.

3.2.4 Multicore Systems and System-on-Chip

Even though several computing technologies have some promise over the horizon,
such as quantum computing, it is an undeniable fact that silicon-based computing
such as multicore systems and system-on-chip (SoC) will continue to be the bedrock
of computing technology. Unfortunately, as technology reaches transistors under
100 nm, the key problems become the inability to continue the incremental pace
of clock acceleration as well as significant problems in power dissipation. Even
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though the number of gates per unit area has roughly doubled every 18 months
since the 1970s, the amount of power consumed per unit area has remained
unchanged. Furthermore, the clocks driving processors have reached a plateau,
so increases in clock speed have slowed significantly.

In order to overcome the technology problems in fabrication, a design shift
has begun in the semiconductor industry. Processors are moving away from
single-core solutions to multicore solutions, in which a chip is composed of more
than one processing core. Several advantages are evident from such solutions.
First, even though the chip area is increasing, it is now populated by multiple
processors that can run at lower clock speeds. In order to understand the ramifica-
tions of such change, it is first important to recall the power consumption of an
active circuit as:

P=a-C-f-V? (3.1)

As shown in Eq. (3.1), the power dissipated, P, by an active circuit is the prod-
uct of the switching activity, «, the capacitance of the circuit, C, the clock speed,
/, and the operating voltage, V, squared. It is then clear from the above equation
that the reduced clock speed results in a proportional reduction in power con-
sumption. Furthermore, since a lower operating frequency means that a lower
voltage is needed to operate the device, the reduction in the operating voltage pro-
duces a reduction in power consumption that follows a quadratic curve.

One of the principal bottlenecks in processor design is the input/output inter-
face from data inside the chip to circuits outside the chip. This interface tends to
be significantly slower than the data buses inside the chip. By reducing this inter-
face capacitance and voltage swing for intercore communications, system effi-
ciency grows. Furthermore, communication through shared memory is now
possible within the chip. This capability can greatly increase the efficiency of the
design.

3.3 Software Architecture

Software is subject to differences in structure that are similar to those differences
seen in the hardware domain. Software designed to support baseband signal pro-
cessing generally does not follow the same philosophy or architecture that is used
for developing application-level software. Underlying these differences is the need
to accomplish a variety of quite different goals. This section outlines some of the
key development concepts and tools that are used in modern SDR design.
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3.3.1 Design Philosophies and Patterns

Software design has been largely formalized into a variety of design philosophies,
such as object-oriented programming (OOP), component-based programming
(CBP), or aspect-oriented programming (AOP). Beyond these differences is the
specific way in which the different pieces of the applications are assembled,
which is generally referred to as a design pattern. This section describes design
philosophies first, providing a rationale for the development of different
approaches. From these philosophies, the one commonly used in SDR will be
expanded into different design patterns, showing a subset of approaches that are
possible for SDR design.

Design Philosophies

Four basic design philosophies are used for programming today: linear program-
ming (LP), OOP, CBP, and AOP.

Linear Programming

LP is a methodology in which the developer follows a linear thought process for
the development of the code. The process follows a logical flow, so this type of
programming is dominated by conditional flow control (such as “if-then” con-
structs) and loops. Compartmentalized functionality is maintained in functions,
where execution of a function involves swapping out the stack, essentially chang-
ing the context of operation, performing the function’s work, and returning results
to the calling function, which requires an additional stack swap. An analogy of LP
is creating a big box for all items on your desktop, such as the phone, keyboard,
mouse, screen, headphone, can of soda, and picture of your attractive spouse, with
no separation between these items. Accessing any one item’s functionality, such
as drinking a sip of soda, requires a process to identify the soda can, isolate the
soda can from the other interfering items, remove it from the box, sip it, and then
place it back into the box and put the other items back where they were. C is the most
popular LP language today, with assembly development reserved for a few brave
souls who require truly high speed without the overhead incurred by a compiler.

Object-Oriented Programming

OOP is a striking shift from LP. Whereas LP has data structures—essentially vari-
ables that contain an arbitrary composition of native types such as float or integer—
OOP extends the data structure concept to describe a whole object. An object is a
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collection of member variables (such as in a data structure) and functions that can
operate on those member variables. From a terminology standpoint, a class is an
object’s type, and an object is a specific instance of a particular class. There are
several rules governing the semantics of classes, but they generally allow the
developer to create arbitrary levels of openness (or visibility), different scopes,
different contexts, and different implementations for function calls that have the
same name. OOP has several complex dimensions; additional information can be
found elsewhere (e.g., Budd [2] and Weisfeld [3]).

The differences inherent in OOP have dramatic implications for the develop-
ment of software. Extending the analogy from the previous example, it is now
possible to break up every item on your desktop into a separate object. Each
object has some properties, such as the temperature of your soda, and each object
also has some functions that you can access to perform a task on that object, such
as drinking some of your soda. There are several languages today that are OOP
languages. The two most popular ones are Java and C++, although several other
languages today are also OOP languages.

Component-Based Programming

CBP is a subtle extension of the OOP concept. In CBP, the concept of an object is
constrained; instead of allowing any arbitrary structure for the object, under CBP
the basic unit is now a component. This component comprises one or more
classes, and is completely defined by its interfaces and its functionality. Again
extending the previous example, the contents on the desktop can now be organ-
ized into components. A component could be a computer, where the computer
component is defined as the collection of the keyboard, mouse, display, and the
actual computer case. This particular computer component has two input inter-
faces, the keyboard and the mouse, and one output interface, the display. In future
generations of this component, there could be additional interfaces, such as a set
of headphones as an output interface, but the component’s legacy interfaces are
not affected by this new capability. Using CBP, the nature of the computer is irrel-
evant to the user as long as the interfaces and functionality remain the same. It is
now possible to change individual objects within the component, such as the key-
board, or the whole component altogether, but the user is still able to use the com-
puter component the same as always. The primary goal of CBP is to create
stand-alone components that can be easily interchanged between implementa-
tions. Note that CBP is a coding style, and there are no mainstream languages that
are designed explicitly for CBP.
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Even though CBP relies on a well-defined set of interfaces and functionality,
these aspects are insufficient to guarantee that the code is reusable or portable
from platform to platform. The problem arises not from the concept, but from the
implementation of the code. To see the problem, it is important now to consider
writing the code describing the different aspects of the desktop components that
we described before, in this case a computer. Conceptually, we have a component
that contains an instance of a display, keyboard, mouse, headphone, and computer.
If one were to write software emulating each of these items, not only would the
interfaces and actual functional specifications need to be written, but also a wide
variety of housekeeping functions, including, for example, notification of failure.
If any one piece of the component fails, it needs to inform the other pieces that it
failed, and the other pieces need to take appropriate action to prevent further mal-
functions. Such a notification is an inherent part of the whole component, and
implementing changes in the messaging structure for this notification on any one
piece requires the update of all other pieces that are informed of changes in state.
These types of somewhat hidden relationships create a significant problem for
code reuse and portability because relationships that are sometimes complex need
to be verified every time that code is changed. AOP was designed to attempt to
resolve this problem.

Aspect-Oriented Programming

AQP allows for the creation of relationships between different classes. These rela-
tionships are arbitrary, but can be used to encapsulate the housekeeping code that
is needed to create compatibility between two classes. In the messaging example,
this class can include all the messaging information needed for updating the state
of the system. Given this encapsulation, a class such as the headphone in the
ongoing example can be used not only in the computer example, but also in other
systems, such as a personal music player, an interface to an airplane sound sys-
tem, or any other appropriate type of system. The relationship class encompasses
an aspect of the class; thus, context can be provided through the use of aspects.
Unlike CBP, AOP requires the creation of new language constructs that can asso-
ciate an aspect to a particular class; to this end, there are several languages
(Aspect], AspectC++ , and Aspect#, among others).

Design Philosophy and SDR

The dominant philosophy in SDR design is CBP because it closely mimics the
structure of a radio system, namely the use of separate components for the different
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functional blocks of a radio system, such as link control or the network stack.
SDR is a relatively new discipline with few open implementation examples, so as
the code base increases and issues in radio design with code portability and code
reuse become more apparent, other design philosophies may be found to make
SDR software development more efficient.

Design Patterns

Design patterns are programming methodologies that a developer uses within the
bounds of the language the developer happens to be using. In general, patterns
provide two principal benefits: they help in code reuse and they create a common
terminology. This common terminology is of importance when working on teams
because it simplifies communications between team members. As will be shown
in the next section, some architectures, such as the SCA, use patterns. For exam-
ple, the SCA uses the factory pattern for the creation of applications. In the con-
text of this discussion, patterns for the development of waveforms and the
deployment of cognitive engines will be shown. The reader is encouraged to
explore formal patterns using available sources (e.g., Gamma et al. [4], Shalloway
and Trott [5], or Kerievsky [6]).

3.4 SDR Development and Design

From the discussion above, it is clear that a software structure following a collec-
tion of patterns is needed for efficient large-scale development. In the case of
SDR, the underlying philosophy coupled with a collection of patterns is called an
architecture or operating environment. There are two open SDR architectures,
GNURadio and SCA.

3.4.1 GNURadio

GNURadio [7] is a Python-based architecture (see section Python) that is
designed to run on general-purpose computers running the Linux OS. GNURadio
is a collection of signal processing components and supports primarily one RF
interface, the universal software radio peripheral (USRP), a four channel up- and
down-converter board coupled with ADC and DAC capabilities. This board also
allows the use of daughter RF boards. GNURadio in general is a good starting
point for entry-level SDR and should prove successful in the market, especially in
the amateur radio and hobbyist market. GNURadio does suffer from some limita-
tions—namely, (1) that it is reliant on GPP for baseband processing, thus limiting
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its signal processing capabilities on any one processor, and (2) it lacks distributed
computing support, limiting solutions to single-processor systems, and hence lim-
iting its ability to support high-bandwidth protocols.

3.4.2 Software Communications Architecture

The other open architecture is the SCA, sponsored by the Joint Program Office
(JPO) of the US Department of Defense (DoD) under the Joint Tactical Radio
System (JTRS) program. The SCA is a relatively complex architecture that is
designed to provide support for secure signal processing applications running on
heterogenous, distributed hardware. Furthermore, several solutions are available
today that provide support for systems using this architecture, some of which are
available openly, such as Virginia Tech’s OSSIE [8] or Communications Research
Center’s SCARI [9], providing the developer with a broad and growing support base.

The SCA is a component management architecture; it provides the infrastruc-
ture to create, install, manage, and de-install waveforms as well as the ability to
control and manage hardware and interact with external services through a set of
consistent interfaces and structures. There are some clear limits to what the SCA
provides. For example, the SCA does not provide such real-time support as maxi-
mum latency guarantees or process and thread management. Furthermore, the
SCA also does not specify how particular components must be implemented, what
hardware should support what type of functionality, or any other deployment strat-
egy that the user or developer may follow. The SCA provides a basic set of rules
for the management of software on a system, leaving many of the design decisions
up to the developer. Such an approach provides a greater likelihood that the devel-
oper will be able to address the system’s inherent needs.

The SCA 1is based on some underlying technology to be able to fulfill two
basic goals, namely, code portability and reuse. In order to maintain a consistent
interface, the SCA uses Common Object Request Broker Architecture (CORBA)
as part of its middleware. CORBA is software that allows a developer to perform
remote procedure calls (RPCs) on objects as if they resided in the local memory
space even if they reside in some remote computer. The specifics of CORBA are
beyond the scope of this book, but a comprehensive guide on the use of CORBA
is available [10].

In recent years, implementations of CORBA have appeared on DSP and
FPGA, but traditionally CORBA has been written for GPP. Furthermore, system
calls are performed through an OS, requiring an OS on the implementation. In the
case of the SCA, the OS of choice is a portable operating system interface
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(POSIX) PSE-52 compliant OS, but CORBA need not limit itself to such an OS.
Its GPP-centric focus leads to a flow for the SCA, as seen in Figure 3.3.

Non-CORBA
Software

(Legacy)

o] | 22|

Management
Objects

File
System

Security
Boundary

Black | Red

Configuration
Files

Non-CORBA
Software

(Legacy)

‘.

Transmission
Security

Figure 3.3: CORBA-centric structure for the SCA. The DoD implementation of the SCA
requires that the RF modem (black) side of an SDR be isolated from the side where the plain
text voice or data is being processed (red), and that this isolation be provided by the

cryptographic device.

As seen in Figure 3.3, at the center of the SCA implementation is an OS,
implying but not requiring the use of a GPP. Different pieces of the SCA are
linked to this structure through CORBA and the interface definition language
(IDL). IDL is the language used by CORBA to describe component interfaces,
and is an integral part of CORBA. The different pieces of the system are attached
together by using IDL. An aspect of the SCA that is not obvious from Figure 3.3
is that there can be more than one processor at the core, since CORBA provides
location independence to the implementation. Beyond this architecture constraint
are the actual pieces that make up the functioning SCA system, namely SCA and
legacy software, non-CORBA processing hardware, security, management soft-
ware, and an integrated file system.
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The SCA is partitioned into four parts: the framework, the profiles, the API,
and the waveforms. The framework is further partitioned into three parts, base
components, framework control, and services. Figure 3.4 is a diagram of the dif-
ferent classes and their corresponding parts.

“"\‘. 0..4*

System Control

Framework 1
Hardware Control
Control

Figure 3.4: Classes making up the SCA core framework.

The SCA follows a component-based design, so the whole infrastructure
revolves around the goal of creating, installing, managing, and de-installing the
components making up a particular waveform.

Base Components

The base class of any SCA-compatible component is the Resource class. The
Resource class is used as the parent class for any one component. Since compo-
nents are described in terms of interfaces and functionality, not the individual
makeup of the component, it follows that any one component comprises one or
more classes that inherit from the Resource. For example, the developer may cre-
ate a general Filter category for components. In this example, the filter may be
implemented as an FIR or IIR filter. These filters can then be further partitioned
into specific Filter implementations up to the developer’s discretion, but for the
purposes of this example, assume that the developer chooses to partition the filters
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only into finite or infinite response times (rather than some other category such as
structure (e.g., Butterworth, Chebyshev) or spectral response (e.g., low-pass, high-
pass, notch). If the developer chooses to partition the Filter implementation into
FIR and IIR, then a possible description of the Filter family of classes can be that
shown in Figure 3.5.

Figure 3.5: Sample
Resource
filter component class
hierarchy. b
J R
FIR IIR

The Resource base class has only two member methods, start() and stop(), and
one member attribute, identifier. A component must do more than just start and
stop, it must also be possible to set the component’s operational parameters, ini-
tialize the component into the framework and release the component from the
framework, do some sort of diagnostic, and connect this component to other
components. In order to provide this functionality, Resource inherits from the
following classes: PropertySet, LifeCycle, TestableObject, and PortSupplier, as
seen in Figure 3.6.

Figure 3.6: Resource class PropertySet | | LifeCycle | | TestableObject | | PortSupplier
parent structure. The resource
inherits a specialized
framework functionality.
Resource

PropertySet

The PropertySet class provides a set of interfaces that allow other classes to both
configure and query the values associated with this Resource. As part of the cre-
ation process of the component, the framework reads a configuration file and sets
the different values associated with the component through the PropertySet inter-
face. Later on, during the run-time behavior of the component, the Resource’s
properties can be queried through the query() interface and reconfigured with the
configure() interface.
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LifeCycle

The LifeCycle parent class provides the Resource with the ability to both initialize
and release the component from the framework through the initialize() and
releaseObject() interfaces. Initialization in this context is not the same as configur-
ing the different values associated with the component. In this context, initializa-
tion sets the component to a known state. For example, in the case of a filter, the
initialization call may allocate the memory necessary to perform the underlying
convolution and it may populate the filter polynomial from the component’s set of
properties. The releaseObject performs the complimentary function to initialize.
In the case of a filter, it would deallocate the memory needed by the component.
One aspect of releaseObject that is common to all components is that it unbinds
the component from CORBA. In short, releaseObject performs all the work neces-
sary to prepare the object for destruction.

TestableObject

Component test and verification can take various forms, so it is beyond the scope
of the SCA to outline all tests that are possible with a component. However, the
SCA does provide a simple test interface through the use of the TestableObject
parent class. TestableObject contains a single interface, runTest(). runTest() takes
as an input parameter a number signifying the test to be run and a property struc-
ture to provide some testing parameters, allowing the inclusion of multiple tests in
the component. Even though the interface provides the ability to support multiple
tests, it is fundamentally a black box test structure.

PortSupplier

The final capability that parent classes provide to a Resource is the ability to con-
nect to other components. Connections between components are performed
through Ports (discussed below), not through the Resource itself. The use of
PortSupplier allows the Resource to return one of any number of Ports that are
defined within the component. To provide this functionality, the only interface
provided by PortSupplier is getPort(). As its name implies, getPort returns the port
specified in the method’s arguments.

ResourceFactory

The SCA provides significant latitude concerning how an instance of a Resource
can be created. In its broadest context, a Resource can be created at any time by
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any entity before it is needed by the framework for a specific waveform. This
wide latitude is not necessarily useful because sometimes the framework needs
the Resource to be explicitly created. In the cases in which it needs to be explic-
itly created, the specifications provide the framework with the ResourceFactory
class. The ResourceFactory class has only three methods, createResource(),
releaseResource(), and shutdown(). The createResource function creates an
instance of the desired Resource and returns the reference to the caller, and the
releaseResource function calls the releaseObject interface in the specified Resource.
The shutdown function terminates the ResourceFactory. How the ResourceFactory
goes about actually creating the Resource is not described in the specifications.
Instead, the specifications provide the developer with the latitude necessary to
create the Resource in whichever way seems best for that particular Resource.

Port

The Port class is the entry point and, if desired, the exit point of any component.
As such, the only function calls that are explicitly listed in the Port definition are
connectPort() and disconnectPort(). All other implementation-specific member
functions are the actual connections, which, in the most general sense, are guided by
the waveform’s API. A component can have as many Ports as it requires. The imple-
mentation of the Port and the structure that is used to transfer information between
the Resource (or the Resource’s child) to the Port and back is not described in the
specifications and is left up to the developer’s discretion. Section 3.3.1 describes

the development process and describes a few patterns that can be used to create
specific components.

Framework Control

The base component classes are the basic building blocks of the waveform, which
are relatively simple; the complexity in component development arrives in the
implementation of the actual component functionality. When developing or
acquiring a framework, the bulk of the complexity is in the framework control
classes. These classes are involved in the management of system hardware, sys-
temwide and hardware-specific storage, and deployed waveforms. From a high
level, the framework control classes provide all the functionality that one would
expect from an OS other than thread and process scheduling.

From Figure 3.4, the framework control classes can be partitioned into three
basic pieces: hardware control, waveform control, and system control. The follow-
ing sections describe each of these pieces in more detail.
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Hardware Control

As discussed in Section 3.1, a radio generally comprises a variety of different
pieces of hardware. As such, the framework must include the infrastructure neces-
sary to support the variety of hardware that may be used. From a software place-
ment point of view, not all hardware associated with a radio can run software.
Thus, the classes that are described to handle hardware can run on the target hard-
ware itself, or it can run in a proxy fashion, as seen in Figure 3.7. When used as a
proxy, the hardware control software allows associated specialized hardware to
function as if it were any other type of hardware.

Figure 3.7: Specialized hardware controlled

by programmabile interface through a proxy Programmable HVY

structure.
(O]

SCA

Framework V\

SCA
Controller
Driver /

Specialized

HW

The needs of the hardware controller in the SCA are similar to the needs of
components supporting a waveform. Furthermore, the component model closely
fits the concept of hardware. Thus, the device controllers all inherit from the
Resource base class. There are four device controllers: Device, LoadableDevice,
ExecutableDevice, and AggregateDevice. Each of these classes is intended to sup-
port hardware with increasingly complex needs.

The most fundamental hardware is the hardware that performs some hard-
wired functionality and that may or may not be configurable. Such hardware has
some inherent capacities that may be allocated for specific use. An example of
such a piece of hardware is an ADC. The ADC is not programmable, but it is con-
ceivable for an ADC to be tunable, meaning the developer may set the sampling
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rate or number of quantization bits. In such a case, the available capacity of this
tunable hardware depends on whether it is being used for data acquisition of a
particular signal or over a particular band. To this end, the only two functions that
the Device class includes are allocateCapacity and deallocateCapacity.

Beyond the simple ability to allocate and deallocate capacities, a particular
piece of hardware may have the ability to load and unload binary images.

These images are not necessarily executable code, but they are images

that configure a particular piece of hardware. For example, an FPGA, once
loaded with a bit image, is configured as a circuit. The FPGA is never

“run,” it just acts as a circuit. The LoadableDevice class was created to deal
with such hardware, where LoadableDevice inherits from Device. As would
be expected, the only two functions that the LoadableDevice class contains are
load() and unload().

Finally, there is the more complex hardware that not only has capacities that can
be allocated and deallocated as well as memory that can be loaded and unloaded
with binary images, but it also can execute a program from the loaded binary image.
Such hardware is a GPP or a DSP. For these types of processors, the SCA uses the
ExecutableDevice class. Much like an FPGA, a GPP or DSP has capacities that can
be allocated or deallocated (like ports), and memory that can hold binary images,
so the ExecutableDevice class inherits from the LoadableDevice class. As would
be expected, the two functions that ExecutableDevice supports are execute() and
terminate().

DeviceManager

The different hardware controllers behave as stand-alone components, so they
need to be created and controlled by another entity. In the case of the SCA, this
controller is the DeviceManager. The DeviceManager is the hardware booter; its
job is to install all the appropriate hardware for a particular box and to maintain
the file structure for that particular set of hardware. The boot-up sequence for the
DeviceManager is fairly simple, as shown in Figure 3.8.

As seen in Figure 3.8, when an instance of the DeviceManager is created, it
installs all the Devices described in the DeviceManager’s appropriate profile and
installs whatever file system is appropriate. After installing the hardware and file
system, it finds the central controller, in this case the DomainManager, and installs
all the devices and file system(s).

In a distributed system with multiple racks of equipment, the DeviceManager
can be considered to be the system booter for each separate rack, or each separate
board. As a rule, a different DeviceManager is used for each machine that has a
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Figure 3.8: Device manager boot-up sequence.

different Internet Protocol (IP) address, but that general rule does not have to
apply to every possible implementation.

Application Control

Two classes in the framework control section of the SCA provide application
(waveform) control: Application and ApplicationFactory. ApplicationFactory is
the entity that creates waveforms; as such, ApplicationFactory contains a single
function, create().

ApplicationFactory

The create() function in the ApplicationFactory is called directly by the user, or
the cognition engine in the case of a CR system, to create a specific waveform.
The waveform’s individual components and their relative connections are
described in an eXtensible Markup Language (XML) file, and the component’s
specific implementation details are described in another XML file. The different
XML files that are used to describe a waveform in the SCA are described in (see
section Profiles).

Figure 3.9 shows an outline of the behavior of the ApplicationFactory. As seen
in Figure 3.9, the ApplicationFactory receives the request from an external source.
Upon receiving this request, it creates an instance of the Application class (dis-
cussed next), essentially a handle for the waveform. After the creation of the
Application object, the ApplicationFactory allocates the hardware capacities nec-
essary in all the relevant hardware, checks to see if the needed Resources already
exist and creates them (through an entity such as the ResourceFactory) when they
do not already exist, connects all the Resources, and informs the DomainManager
(a master controller discussed in see section System Control) that the waveform
was successfully created. The other steps in this creation process, such as initializ-
ing the Resources, are not included in this description for the sake of brevity. Once
the ApplicationFactory has completed the creation process, a waveform compris-
ing a variety of connected components now exists and can be used by the system.
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Figure 3.9: Simplified ApplicationFactory create() call for the creation of a waveform.

Application Class

The ApplicationFactory returns to the caller an instance of the Application class.
The Application class is the handle that is used by the environment to keep track
of the application. The Application class inherits from the Resource class, and its
definition does not add any more function calls, just application identifiers and
descriptors. The instance of the Application class that is returned by the
ApplicationFactory is the object that the user would call start, stop, and
releaseObject on to start, stop, and terminate the application, respectively.

System Control

In order for the radio system to behave as a single system, a unifying point is nec-
essary. The specific nature of the unifying point can be as simple as a central reg-
istry, or as sophisticated as an intelligent controller. In the SCA, this unifying
point is neither. The DomainManager, which is the focal point for the radio, is
such an entity, and its task is as a central registry of applications, hardware, and
capabilities. Beyond this registry operation, the DomainManager also serves as a
mount point for all the different pieces of the hardware’s system file. The
DomainManager also maintains the central update channels, keeping track of
changes in status for hardware and software and also informing the different sys-
tem components of changes in system status.

The point at which the DomainManager is created can be considered to be the
system boot-up. Figure 3.10 shows this sequence. As seen in Figure 3.10, the
DomainManager first reads its own configuration file. After determining the dif-
ferent operating parameters, the DomainManager creates the central file system,
called a FileManager in the context of the SCA, reestablishes the previous config-
uration before shutdown, and waits for incoming requests. These requests can be

104



The Software Defined Radio as a Platform for Cognitive Radio

DeviceManagers associating with the DomainManager, or new Applications
launched by the ApplicationFactory.

Instantiate .

)) DomainManager | | _ Create ,| Re-establish 5| Wait for
and Read I;\;IeM.anager and Previous Requests

Configuration aming Context Configuraion
File
Boot-Up
Figure 3.10: DomainManager simplified boot-up sequence.
Putting It Together

In general, the boot-up sequence of an SCA radio is partitioned into two different
sets of steps, Domain boot-up, and one or more Device boot-ups. Once the plat-
form has been installed (i.e., file system(s) and device(s)), the system is ready to
accept requests for new waveforms. These requests can arrive either from the user
or from some other entity, even a cognitive engine. Figure 3.11 shows a simplified
boot-up sequence for the different parts of the SCA radio.
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Figure 3.11: Simplified boot-up sequence and waveform creation for SCA radio.

Profiles

The SCA is composed of a variety of profiles to describe the different aspects of
the system. The collection of all files describes, “the identity, capabilities, proper-
ties, inter-dependencies, and location of the hardware devices and software com-
ponents that make up the system” [11] and is referred to as the Domain Profile.
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The Domain Profile is in XML, a language similar to the HyperText Markup
Language (HTML), which is used to associate values and other related informa-
tion to tags. XML is relatively easy for a human to follow and, at the same time,
easy for a machine to process.

The relationships among the different profiles is shown in Figure 3.12. As seen
in this figure, there are seven file types: Device Configuration Descriptor (DCD),
DomainManager Configuration Descriptor (DMD), Software Assembly Descriptor
(SAD), Software Package Descriptor (SPD), Device Package Descriptor (DPD),
Software Component Descriptor (SCD), and Properties Descriptor (PRF). In addi-
tion, there is Profile Descriptor, a file containing a reference to a DCD, DMD,
SAD, or SPD.

Domain Profile

AN
0...n 0...n
1
<<DTDElement>> DomainManager <<DTDElement>>
Device Configuaration Descriptor| [Configuration Descriptor Software Assembly Descriptor
1 1 1
1..n
1...n
<<DTDElement>> 1
Profile Descriptor <<DTDElement>> ; <<DTDElement>>
Software Package Descriptor |4 Profile Descriptor
0...1
0...n 0...n
v v
<<DTDElement>> 0..n <<DTDElement>> <<DTDElement>>
Device Package Descriptor » Properties Descriptor < o Software Component Descriptor
...n

Figure 3.12: Files describing different aspects of an SCA radio.

The profiles have a hierarchical structure that is split into three main tracks, all
of which follow a similar pattern. In this pattern, there is an initial file for the
track. This initial file contains information about that particular track as well as
the names of other files describing other aspects of the track. These other files will
describe their aspect of the system and, when appropriate, will contain a reference
to another file, and so on. Three files point to the beginning of a track: DCD,
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DMD, and SAD. The DCD is the first file that is read by the DeviceManager on
boot-up, the DMD is the first file that is read by the DomainManager on boot-up,
and the SAD is the first file that is read by the ApplicationFactory when asked to
create an application. Each of these files will contain not only information about
that specific component, but one or more (in the case of the DMD, only one) ref-
erences to an SPD. One SPD in this list of references contains information about
that specific component. Any other SPD reference is for an additional component
in that system: in the case of the DCD, a proxy for hardware; in the case of the
SAD, another component in the waveform.

The SPD contains information about that specific component, such as imple-
mentation choices, and a link to both a PRF, which contains a list of properties for
that component, and the SCD, which contains a list of the interfaces supported by
that component. In the case of the DCD, an additional track exists to describe the
actual hardware, the DPD. The DPD, much like the SPD, contains information
about that specific component, in this case, the hardware side. The DPD, also mir-
roring the SPD, contains a reference to a PRF, which contains properties informa-
tion concerning capacities for that particular piece of hardware.

Application Programming Interface

To increase the compatibility between components, it is important to standardize
the interfaces; this means standardizing the function names, variable names, and
variable types, as well as the functionality associated with each component. The
SCA contains specifications for an API to achieve this compatibility goal. The
structure of the SCA’s API is based on building blocks, where the interfaces are
designed in a sufficiently generic fashion such that they can be reused or com-
bined to make more sophisticated interfaces.

There are two types of APIs in the SCA: real-time, shown as A in Figure 3.13,
and non-real-time, shown as B in Figure 3.13. Real-time information is both data
and time-sensitive control, whereas non-real-time is control information, such as
setup and configuration, which does not have the sensitivity of real-time function-
ality. An interesting aspect of the SCA, API is that it describes interaction between
different layers as would be described in the Open Systems Interconnection (OSI)
protocol stack.

The API does not include interfacing information for intralayer communica-
tions. This means that in an implementation, the communications between two
baseband processing blocks, such as a filter and an energy detector, would be out-
side the scope of the specifications. This limitation provides a limit to the level of
granularity that the SCA supports, at least at the level of the API. To increase the
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Figure 3.13: SCA API for interlayer communications (I/O = input/output; MAC = medium
access control; LLC = logical link control).

granularity to a level comparable to that shown in the example in Section 3.2, an
additional API is required.

3.5 Applications
3.5.1 Application Software

The application level of the system is where the cognitive engine is likely to oper-
ate. At this level, the cognitive engine is just another application in the system.
The biggest difference between a cognitive application and a traditional applica-
tion such as a Web browser is that the cognitive engine has some deep connec-
tions with the underlying baseband software. Unlike baseband systems, which are
generally light and mainly comprise highly optimized software, application-level
design has more leeway in design overhead, allowing the use of a rich and varied
set of solutions that sometimes add significant performance overhead. Beyond the
typical OSs, such as products by Microsoft or products of the Linux family,

and the typical toolkits, such as wxWindows for graphing, or OS-specific solu-
tions such as Microsoft’s DCOM, there exist three technologies that can have a
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significant impact on the application environment for CR: Java, Binary Runtime
Environment for Wireless (BREW), and Python.

Java

Java is an object-oriented language developed at Sun Microsystems that allows
the development of platform-independent software while also providing some sig-
nificant housekeeping capabilities to the developer.

Fundamentally, Java is a compiled language that is interpreted in real-time by
a virtual machine (VM). The developer creates the Java code and compiles it into
bytecodes by the Java compiler, and the bytecodes are then interpreted by the Java
VM (JVM) running on the host processor. The JVM has been developed in some
language and compiled to run (as a regular application) on the native processor,
and hence should be reasonably efficient when it runs on the target processor. The
benefit from such an approach is that it provides the developer the ability to “write
once, run anywhere.”

Java also provides some housekeeping benefits that can best be defined as
dreamlike for an embedded programmer, the most prominent of which is garbage
collection. Garbage collection is the JVM’s ability to detect when memory is no
longer needed by its application and to deallocate that memory. This way, Java
guarantees that the program will have no memory leaks. In C or C++ develop-
ment, especially using distributed software such as CORBA, memory manage-
ment is a challenge, and memory leaks are sometimes difficult to find and resolve.
Beyond memory management, Java also has an extensive set of security features
that provide limits beyond those created by the developer. For example, Java can
limit the program’s ability to access native calls in the system, reducing the likeli-
hood that malicious code will cause system problems.

Java has several editions, each tailored to a particular type of environment:

e Java 2 Standard Edition (J2SE) is designed to run in desktop environment,
servers, and embedded systems. The embedded design of J2SE relates to
reduced overhead inherent to Java, such as reduced memory or reduced com-
puting power.

o Java 2 Enterprise Edition (J2EE) is designed for large, multitier applications as
well as for the development of and interactions with Web services.

e Java 2 Micro Edition (J2ME) is designed specifically for embedded and mobile
applications. J2ME includes features that are useful in a wireless environment,
such as built-in protocols and more robust security features.
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Beyond these versions of Java, other features are available that can be useful
for the radio developer. For example, under J2ME, there is a JavaPhone API. This
API provides application-level support for telephony control, datagram messages
(unreliable service over IP), power management, application installation, user pro-
file, and address book and calendar. The JavaPhone API coupled with existing
software components can reduce the development time associated with an applica-
tion suite.

Java has been largely successful, especially in the infrastructure market. In
such an environment, any overhead that may be incurred by the use of a real-time
interpreter is overwhelmed by the benefit of using Java. For the embedded envi-
ronment, the success of Java has been limited. There are three key problems with
Java: memory, processing overhead, and predictability.

e Memory: Most efforts to date in Java for the embedded world revolve around
the reduction of the overall memory footprint. One such example is the
Connected Limited Device Configuration (CLDC). The CLDC provides a set of
API and a set of VM features for such constrained environments.

e Processing Overhead: Common sense states that processing overhead
is a problem whose relevance is likely to decrease as semiconductor manufac-
turing technology improves. One of the interesting aspects of processing over-
head is that if the minimum supported system data rates for communications
systems grows faster than processing power per milliwatt, then processing
overhead will become a more pressing problem. The advent of truly flexible
software-defined systems will bear out this issue and expose whether it is in
fact a problem.

e Predictability: Predictability is a real-time concern that is key if the application
software is expected to support such functionality as link control. Given that the
executed code is interpreted by the JVM, asynchronous events such as memory
management can mean that the execution time between arbitrary points of exe-
cution in the program can vary. A delay in execution can be acceptable because
the design may be able to tolerate such changes. However, large variations in
this execution time can cause such problems as dropped calls. A Real-time
Extension Specification for Java exists that is meant to address this problem.

Java is a promising language that has met success in several arenas. Efforts
within the Java community to bring Java into the wireless world are ongoing and
are likely to provide a constantly improving product.
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BREW

Qualcomm created the BREW for its CDMA phones. However, BREW is not
constrained to just Qualcomm phones. Instead, BREW is an environment
designed to run on any OS that simplifies development of wireless applications.
BREW supports C/C++ and Java, so it is also largely language independent.

BREW provides a functionality set that allows the development of graphics
and other application-level features. BREW is designed for the embedded envi-
ronment, so the overall footprint and system requirements are necessarily small.
Furthermore, it is designed for the management of binaries, so it can download
and maintain a series of programs. This set of features is tailored for the handset
environment, where a user may download games and other applications to execute
on the handset but lacks the resources for more traditional storage and manage-
ment structures.

Python

Python is an “interpreted, interactive, OOP language” [12]. Python is not an
embedded language and it is not designed for the mobile environment, but it can
play a significant role in wireless applications, as evidenced by its use by
GNURadio. What makes Python powerful is that it combines the benefits of
object-oriented design with the ease of an interpreted language.

With an interpreted language, it is relatively easy to create simple programs
that will support some basic functionality. Python goes beyond most interpreted
languages by adding the ability to interact with other system libraries. For exam-
ple, by using Python one can easily write a windowed application through the use
of wxWidgets. Just as Python can interact with wxWidgets, it can interact with
modules written in C/C++, making it readily extendable.

Python also provides memory management structures, especially for strings,
that make application development simpler. Finally, because Python is interpreted,
it is OS-independent. The system requires the addition of an interpreter to func-
tion; of course, if external dependencies exist in the Python software for features
such as graphics, the appropriate library also has to exist in the new system.

3.6 Development

Waveform development for sophisticated systems is a complex, multidesigner
effort and is well beyond the scope of this book. However, what can be
approached is the design of a simple waveform. In this case, the waveform is
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designed using the SCA, bringing several of the concepts described thus far into a
more concrete example. Before constructing a waveform, it is important to build a
component.

3.6.1 Component Development

Several structures are possible for a component because it is defined only in terms
of its interfaces and functionality. At the most basic level, it is possible to create a
component class that inherits from both Resource and Port. In such a case, the
component would function as a single thread and would be able to respond to only
one event at a time. A diagram of this simple component is seen in Figure 3.14.

Figure 3.14: Simple resource and

port component. The component Resource
is both a resource and a port. — ¥ |is}hd E—
ort

A more sophisticated approach is to separate the output ports into separate
threads, each interfacing with the primary Resource through some queue. This
approach allows the creation of fan-out structures while at the same time main-
taining a relatively simple request response structure. A diagram of this fan-out
structure is seen in Figure 3.15.

Figure 3.15: Fan-out
structure for a component,

the resource uses output E
ports but is the only entry /
point into the component. —» Resource

/POI‘t —>

N
N >

One of the problems with the component structure shown in Figure 3.15 is that
it does not allow for input interfaces that have the same interface name; this limita-
tion increases the difficulty in using the API described in the specifications. To
resolve this problem, a fan-in structure needs to be added to the system, even though
this creates another level of complexity to the implementation. A way to implement
this fan-in structure is to mimic the fan-out structure, and to place each input Port
as a separate thread with a data queue separating each of these threads with the
functional Resource. An example of this implementation is shown in Figure 3.16.
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The approaches shown in Figures 3.14, 3.15, and 3.16 each present a different
structure for the same concept. The specific implementation decision for a compo-
nent is up to the developer, and can be tailored to the specific implementation.
Because the components are described in terms of interfaces and functionality, it
is possible to mix and match the different structures, allowing the developer even
more flexibility.

Port 4
=N -5

[ ]
: Resource

=7 SN

Figure 3.16: Fan-in, fan-out structure for a component. The resource uses both input and
output ports.

3.6.2 Waveform Development

As an example of the waveform development, assume that a waveform is to be
created that splits processing into three parts: baseband processing (assigned to a
DSP), link processing (assigned to a GPP), and a user interface (assigned to the
same GPP). A diagram of this waveform is shown in Figure 3.17.

Application
(Auto-Generated)

:

Assembly
Controller

SR
= aa =

Baseband Link Processin User
Processing Control 9 Interface

Figure 3.17: Simple SCA application. This example is made up of three functional
components and one control component.
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The application shown in Figure 3.17 has several pieces that should be readily
recognized; the application was generated by the framework as a result of the
Application Factory. Furthermore, the three proxies representing the relevant pro-
cessing for the radio are also shown. Since the baseband processing is performed
on a DSP, the component shown is a proxy for data transfer to and from the DSP.
Link processing and the user interface, however, are actually implemented on the
GPP. The assembly controller shown is part of the SCA, but not as a separate
class. The assembly controller provides control information to all the different
deployed components. Because the framework is generic, application-specific
information, such as which components to tell to start and stop, must somehow be
included. In the case of the SCA, this information is included in the assembly con-
troller, a custom component whose sole job is to interface the application object to
the rest of the waveform.

The waveform described in Figure 3.17 does not describe real-time
constraints; it assumes that the real-time requirements of the system are met
through some other means. This missing piece is an aspect of the SCA that
is incomplete.

3.7 Cognitive Waveform Development

In the context of SDR, a cognitive engine is just another component of a wave-
form, so the issue in cognitive engine deployment becomes one of component
complexity. In the simplest case, a developer can choose to create components
that are very flexible, an example of which is seen in Figure 3.18. The flexible
baseband processor seen in this figure can respond to requests from the cognitive
engine and alter its functionality. A similar level of functionality is also available
in the link-processing component. The system shown in Figure 3.18 is a slight
modification of the system shown in Figure 3.17. The principal difference in this
system is the addition of a reverse-direction set of ports and changed functionality
for each component.

The principal problem with the structure shown in Figure 3.18 is that it places
all the complexity of the system onto each separate component. Furthermore, the
tie-in between the cognitive engine and the rest of the waveform risks the engine
implementation to be limited to this specific system. An alternate structure is to
create a whole waveform for which the only functionality is a cognitive engine, as
seen in Figure 3.19.

The cognitive engine waveform shown in Figure 3.19 has no link to a wave-
form. To create this link, a link is created between the ApplicationFactory and the
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Application
(Auto-Generated)

B

Assembly
Controller

SR
™ = o

Flexible Baseband Flexible Cognitive
Processing Control Link Processing Engine

Figure 3.18: Simple cognitive waveform. The waveform performs both communications and
cognitive functionality.

Figure 3.19: Cognitive engine waveform. The Aoplicati
.. . ication
waveform performs only cognitive functionality. ( AutoFi%.enerated)
It assumes communications functionality is
performed by other waveforms. f
Assembly
Controller
Cognitive
Engine

cognitive engine waveform. The cognitive engine can then request that the
ApplicationFactory launch new waveforms. These new waveforms perform the
actual communications work, which is evaluated by the functioning cognitive
engine. If performance on the new waveform’s communications link falls within
some determined parameter, the cognitive engine can terminate the existing com-
munications link waveform and request a new waveform (with different operating
parameters or a different structure altogether) from the ApplicationFactory. This
structure 1s seen in Figure 3.20.

An aspect of Figure 3.20 that is apparent is that the Port structure evident at
the waveform level, as seen in Figure 3.19, scales up to interwaveform communi-
cations. Another aspect of this approach is that the cognitive waveform does not
have to be collocated with the communications waveform. As long as timing
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Figure 3.20: Multi-waveform cognitive
support. The stand-alone cognitive
waveform requests new waveforms from

ApplicationFactory

the SCA ApplicationFactory.

Communications
Waveform

Cognitive
Waveform

constraints are met, the cognitive waveform can be placed anywhere within the
network that has access to the system. This aspect of the deployment of the wave-
forms allows the concept of a CR within the SCA to easily extend to a cognitive
network, where a single cognitive engine can control multiple flexible radios, as
seen in Figure 3.21.

Flexible Cognitive
Radio Waveform
6
Flexible
Radio Flexible
Radio

Figure 3.21: SCA-enabled cognitive network composed of multiple cognitive nodes.

With SDR and an astute selection of processing and RF hardware on the part
of a developer, it is possible to create highly sophisticated systems that can oper-
ate well at a variety of scales, from simple single-chip mobile devices all the way
up to multitiered cognitive networks.

3.8 Summary

Although a SDR is not a necessary building block of a CR, the use of SDR in CR
can provide significant capabilities to the final system. An SDR implementation is
a system decision, in which the selection of both the underlying hardware compo-
sition and the software architecture are critical design aspects.
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The selection of hardware composition for an SDR implementation requires
an evaluation of a variety of aspects, from the hardware’s ability to support the
required signals to other performance aspects, such as power consumption and sil-
icon area. Traditional approaches can be used to estimate the needs at the RF and
data acquisition levels. At the processing stage, it is possible to create an estimate
of a processing platform’s ability to be able to support a particular set of signal
processing functions. With such an analysis, it is possible to establish the appro-
priate mix of general-purpose processors, DSPs, FPGAs, and CCMs for a particu-
lar set of signal processing needs.

In order to mimic the nature of a hardware-based radio, with components such
as mixers and amplifiers, CBP is a natural way to consider software for SDR. In
CBP, components are defined in terms of their interfaces and functionality. This
definition provides the developer with significant freedom on the specific structure
of that particular component.

Even though a developer may choose to use CBP for the design of an SDR
system, a substantial infrastructure is still needed to support SDR implementa-
tions. This infrastructure must provide basic services, such as the creation and
destruction of waveforms, as well as general system integration and maintenance.
The goal of a software architecture is to provide this underlying infrastructure.
The SCA 1is one such architecture. The SCA provides the means to create and
destroy waveforms, manage hardware and distributed file systems, and manage
the configuration of specific components.

Finally, beyond programming methodologies and architectures are the actual
languages that one can use for development of waveforms and the specific pat-
terns that are chosen for the developed software. The various languages have dif-
ferent strengths and weaknesses. C++ and Java are the dominant languages in
SDR today. Python, a scripting language, has become increasingly popular in
SDR applications, and is likely to be an integral part of future SDR development.

Much like the language selection, a design pattern for a particular component
can have a dramatic effect on the capabilities of the final product. Design patterns
that focus on flexibility can be more readily applied to cognitive designs, from the
most basic node development all the way up to full cognitive networks.
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4.1 Introduction

Technology is never adopted for technology’s sake. For example, only hobbyists used
personal computers (PCs) until a spreadsheet program, a “killer application,” was
developed. Then business needs and the benefits of small computers became apparent
and drove PC technology into ubiquitous use. This led to the development of more
applications, such as word processors, e-mail, and more recently the World Wide Web
(WWW). Similar development is under way for wireless communication devices.

Reliable cellular telephony technology is now in widespread use, and new
applications are driving the industry. Where these applications go next is of para-
mount importance for product developers. Cognitive radio (CR) is the name
adopted to refer to technologies believed to enable some of the next major wire-
less applications. Processing resources and other critical enabling technologies for
wireless killer applications are now available.

This chapter presents a CR roadmap, including a discussion of CR technolo-
gies and applications. Section 4.2 presents a taxonomy of radio maturity, and
Sections 4.3 and 4.4 present more detailed discussions. Sections 4.5 and 4.6 are
about enabling and required technologies for CRs. They present three classes of
cognitive applications, one of which may be the next killer application for wire-
less devices. Conjectures regarding the development of CR are included in
Section 4.7 with arguments for their validity. Highlights of this chapter are
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discussed in the summary in Section 4.8, which emphasizes that the technologies
required for CR are presently available.

4.2 Radio Flexibility and Capability

More than 40 different types of military radios (not counting variants) are cur-
rently in operation. These radios have diverse characteristics; therefore, a large
number of examples can be drawn from the pool of military radios. This section
presents the continuum of radio technology leading to the software-defined radio
(SDR). Section 4.3 continues the continuum through to CR.

The first radios deployed in large numbers were ‘“‘single-purpose” solutions.
They were capable of one type of communication (analog voice). Analog voice
communication is not particularly efficient for communicating information, so
data radios became desirable, and a generation of data-only radios was developed.
At this point, our discussion of software and radio systems begins. The fixed-point
solutions have been replaced with higher data rate and voice capable radios with
varying degrees of software integration. This design change has enabled interop-
erability, upgradability, and portability.

It will be clear from the long description of radios that follows that there have
been many additional capabilities realized in radios over their long history. SDRs
and even more advanced systems have the most capabilities, and additional func-
tions are likely to be added over time.

4.2.1 Continuum of Radio Flexibility and Capability

Basing CR on an SDR platform is not a requirement, but it is a practical approach
at this time because SDR flexibility allows developers to modify existing

systems with little or no new hardware development, as well as to add cognitive
capabilities. The distinction of being a CR is bestowed when the level of software
sophistication has risen sufficiently to warrant this more colorful description.
Certain behaviors, discussed in this chapter, are needed for a radio to be
considered a CR.

Historically, radios have been fixed-point designs. As upgrades were desired
to increase capability, reduce life cycle costs, and so forth, software was added to
the system designs for increased flexibility. In 2000, the Federal Communications
Commission (FCC) adopted the following definition for software radios: “A com-
munications device whose attributes and capabilities are developed and/or imple-
mented in software” [1]. The culmination of this additional flexibility is an SDR
system, as software capable radios transitioned into software programmable
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radios and finally became SDRs. The next step along this path will yield aware
radios, adaptive radios, and finally CRs (see Figures 4.1 and 4.2).

Software Software Software- Aware Adaptive Cognitive
Capable Programmable Defined Radio Radio Radio
Radio Radio

Increasing Technology/Software Maturity >

Figure 4.1: SDR technology continuum. As software sophistication increases, the radio
system capabilities can evolve to accommodate a much broader range of awareness,
adaptivity, and even the ability to learn.
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Figure 4.2: Examples of software radios. The most sophisticated software control and
applications are reaching cognitive levels (see Tables 4.1-4.3 for descriptions)."

4.2.2 Examples of Software Capable Radios

Several examples of software capable radios are shown in Figure 4.2 and detailed
in Table 4.1. The common characteristics of these radios are fixed modulation
capabilities, relatively small number of frequencies, limited data and data rate
capabilities, and finally the ability to handle data under software control.

!'Note that the radios that are part of Figure 4.2 and Tables 4.1—4.3 are based on the best available pub-
lic information and are intended only to notionally indicate a distribution of some of the well-known
radios. For additional, accurate information about capabilities, contact the respective manufacturers.
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Table 4.1: Selected software capable radios.

SINCGARS (Single-Channel Ground and
Airborne Radio System)

A family of very high frequency—frequency modulation (VHF-
FM) radios that provides a primary means of command and
control. SINCGARS has frequency-hopping capability, and
certain US Air Force versions operate in other bands using
amplitude modulation (AM) waveforms. The SINCGARS
family of radios has the capability to transmit and receive voice
and tactical data, and record traffic on any of 2320 channels

(25 kHz) between 30 and 88 MHz. A SINCGARS with an
Internet controller is software capable [2].

PLRS (Position Location Reporting
System)

A command-and-control aide that provides real-time, accurate,
three-dimensional (3D) positioning, location, and reporting
information for tactical commanders. The jam-resistant ultra
high-frequency (UHF) radio transceiver network automatically
exchanges canned messages that are used to geolocate unit
positions to 15-m accuracy. Commanders use PLRS for
situational awareness. PLRS employs a computer-controlled,
crypto-secured master station and an alternate master station
to ensure system survivability and continuity of operations.
The network, under master station management, automatically
uses user units as relays to achieve over-the-horizon (OTH)
transmission and to overcome close-in terrain obstructions to
line-of-sight (LOS) communications. When a rugged portable
computer (PC) is used with the user unit, it becomes a
mini-command-and-control station with a local area map along
with superimposed with position and identification (ID)
information. The computer interface and network control make
PLRS a software capable radio system [3].
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AN/WSC-3

A Demand Assigned Multiple Access (DAMA) satellite
communication (SATCOM) terminal. It meets tight size and
weight integration requirements. This single-waveform radio
has a computer (Ethernet) interface and is software capable [4].

AN/ARC-164 HaveQuick II

A LOS UHF-AM radio used for air-to-air, air-to-ground, and
ground-to-air communications. ARC-164 radios are deployed
on all US Army rotary wing aircraft and provide anti-jam,
secure communications links for joint task force missions in the
tactical air operations band. This radio operates as a single-
channel (25 kHz) or a frequency-hopping radio in the
225-399.975 MHz band. The aircraft radio transmits at 10 W
output power and can receive secure voice or data. The
ARC-164 data-handling capability makes it software capable. It
has an embedded electronic counter-countermeasure (ECCM)
anti-jam capability. The 243.000 MHz guard channel can be
monitored. One model of the AN/ARC-164 is interoperable
with SINCGARS [5].

AN/ARC-220

The standard high-frequency (HF) (2.0-29.999 MHz) radio for
US Army aviation. It includes secure voice and data
communications on any of 280,000 frequencies. The system
uses software-realized DSP. Using MIL-STD-2217, software
updates can be made over a MIL-STD-1553B bus. ARC-220
data processing capabilities optionally include e-mail
applications. The ARC-220 is software capable. MIL-STD-148-
141A automatic link establishment (ALE) protocols improve
connectivity on behalf of ARC-220 users. ALE executes in
microprocessors and is particularly interesting as a cognitive
application because of its use of a database and its sounding of

(Continued)
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Table 4.1: Selected software capable radios (Continued)

the RF environment for sensing. GPS units may be interfaced
with the radio, providing geolocation information [6].

AN/VRC-99

A secure digital network radio used for high data rate
applications. This 1.2-2.0 GHz broadband direct-sequence
spread-spectrum radio has National Security Agency (NSA)
certified high-assurance capabilities and provides users with 31
RF channels. It supports TDMA and FDMA (frequency division
multiple access). The networking capabilities are software
programmable. AN/VRC-99 provides digital battlespace users
with the bandwidth to support multimedia digital terminal
equipment (DTE) of either an army command-and-control
vehicle (C2V), army battle-command vehicle (BCV), or a
marine corps advanced amphibious assault vehicle (A3V) with
a single wideband secure waveform that supports voice,
workstation, data, and imagery with growth for video
requirements [7].

LST-5E

A software capable UHF tactical SATCOM/LOS transceiver
with embedded communications security (COMSEC). The
LST-5E provides the user with a single unit for high-grade
half-duplex secure voice and data over both wideband (25 kHz)
AM/FM and narrowband (5 kHz) 1200 bits per second (bps)
binary phase shift keying (BPSK) and 2400 bps BPSK. Current
applications for the LST-5E include manpack, vehicular,
airborne, shipborne, remote, and fixed stations. The terminal is
compatible with other AM or FM radios that operate in the
225-399.995 MHz frequency band [8].
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AN/PRC-6725 or Leprechaun

A handheld or wearable tactical radio. It can be programmed
from a frequency fill device, laptop or PC, system base station,
or it can be cloned from another radio [9].

MBITR (MultiBand Intra/Inter
Team Radio)

Provides voice communications between infantry soldiers. The
Land Warrior Squad Radio is a SINCGARS-compatible,
eight-channel radio. MBITR is a software capable design
based on the commercially available PRC-6745 Leprechaun
radio [10].

CSEL (Combat Survivor/Evader Locator)

Provides UHF communications and location for the purposes of
Joint Search and Rescue Center operations. CSEL uses GPS
receivers for geolocation. Two-way, OTH, secure beaconing
through communication satellites allows rescue forces to locate,
authenticate, and communicate with survivors/evaders from
anywhere in the world. The handheld receivers are one segment
of the CSEL command-and-control system. The satellite-relay
base station, Joint Search and Rescue Center software suite, and
radio set adapter units interface with the UHF SATCOM
network to provide CSEL capability. Upgrades through software
loads make CSEL radios software capable [11].

MIDS (Multifunction Information
Distribution System)

A direct-sequence spread-spectrum, frequency-hopping,
anti-jam radio that supports the Link 16 protocol for
communication between aircraft. Operates in the band around

1 GHz. Originally called Joint Tactical Information Distribution
System (JTIDS), this radio waveform has been redeveloped on a
new hardware platform, and is now being converted to a
JTRS-compliant radio. When this conversion is completed it
will be an SDR. It is currently in various stages of development
and production as an interoperable waveform for Europe and the
United States [12].
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4.2.3 Examples of Software Programmable Radios

Several examples of software programmable radios are shown in Figure 4.2 and
detailed in Table 4.2. The common characteristics of these radios are their ability
to add new functionality through software changes and their advanced networking
capability.

4.2.4 Examples of SDR

Only a few fully SDR systems are available, as shown in Figure 4.2 and detailed
in Table 4.3. The common characteristic of SDR systems is complete adjustability
through software of all radio operating parameters.

Other products related to SDR include GNURadio and the Vanu Anywave™
Base Station. GNURadio is a free software toolkit that is available on the Internet.
It allows anyone to build a narrowband SDR. Using a Linux-based computer, a
radio frequency (RF) front-end and an analog-to-digital converter (ADC), one can
build a software-defined receiver. By adding a digital-to-analog converter (DAC)
and possibly a power amplifier, one can build a software-defined transmitter [25].

The Vanu Anywave™ Base Station is a software-defined system that uses com-
mercial off-the-shelf (COTS) hardware and proprietary software to build a wire-
less cellular infrastructure. The goal is simultaneous support for multiple standards,
reduced operating expenses, scalability, and future proofing (cost-effective
migration) [26].

4.3 Aware, Adaptive, and CRs

Radios that sense all or part of their environment are considered aware systems.
Awareness may drive only a simple protocol decision or may provide network
information to maintain a radio’s status as aware. A radio must additionally
autonomously modify its operating parameters to be considered adaptive. This
may be accomplished via a protocol or programmed response. When a radio is
aware, adaptive, and learns, it is a CR [27]. Only cutting-edge research and
demonstration examples of aware, adaptive, or CRs are available currently.

4.3.1 Aware Radios

A voice radio inherently has sensing capabilities in both audio (microphone) and
RF (receiver) frequencies. When these sensors are used to gather environmental
information, it becomes an aware radio. The local RF spectrum may be sensed in
pursuit of channel estimates, interference, or signals of interest. Audio inputs may
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Table 4.2: Selected examples of software programmable radios.

AN/ARC-210

Provides fully digital secure communications in tactical and air traffic
control (ATC) environments (30—400 MHz). Additionally, the radio provides
8.33 kHz channel spacing capability to increase the number of available
ATC frequencies, and provides for growth to new very-high-frequency
(VHF) data link modes. Currently provided functions are realized through
software and provide integrated communications systems with adaptability
for future requirements with little or no hardware changes. In other words,
the ARC-210 is software programmable. The ARC-210 is integrated into
aircraft and operated via MIL-STD-1553B data bus interfaces. Remote
control is also available for manual operation. This radio is interoperable
with SINCGARS (Single-Channel Ground and Airborne Radio System) and
HaveQuick radios [13].

Racal 25

A compliant Project 25 public safety radio operating in the 136—174 MHz
band. Its 5 W peak transmit power, rugged and submersible housing, and
digital voice with Digital Encryption Standard (DES) make it an advanced
radio. The radio uses DSP and flash memory architectures, and supports 12
and 16 kbps digital voice and data modes. Racal posts software upgrades on
a protected Internet site. Software programmability enables field upgrades
and is possible due to its DSP and flash memory-based architecture [14].

SINCGARS ASIP
(Advanced System
Improvement Program)

Interoperates with SINCGARS radios and enhance operational capability in
the Tactical Internet (TI) environment. The ASIP models reduce size and
weight, and provide further enhancements to operational capability in the TI
environment. SINCGARS ASIP radios are software programmable and pro-
vide improved data capability, improved FEC for low-speed data modes, a
GPS interface, and an Internet controller that allows them to interface with
EPLRS and Battlefield Functional Area host computers. The introduction of
Internet Protocol (IP) routing enables numerous software capabilities for
radio systems [2].

(Continued)
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Table 4.2: Selected examples of software programmable radios (Continued )

EPLRS (Enhanced Position
Location Reporting System)

An AN/TSQ-158 that transmits digital information in support of tactical
operations over a computer-controlled, TDMA communications network.
EPLRS provides two major functions: data distribution and position location
and reporting. EPLRS uses a frequency-hopping, spread-spectrum waveform
in the UHF band. The network architecture is robust and self-healing. Radio
firmware may be programmed from external devices. The peak data rate of
525 kbps supports application layer radio-to-radio interaction [15].

AN/PRC-117F

A software programmable, multiband, multimode radio (MBMMR). The
PRC-117F operates in the 30-512 MHz band. Embedded COMSEC, SAT-
COM (satellite communication), SINCGARS, HaveQuick, and ECCM capa-
bilities are standard. Various software applications, such as file transfer,
Transmission Control Protocol (TCP) with IP, and digital voice, are included
in this software programmable radio [7].

Jaguar PRC-116

In service in more than 30 nations, including the UK (Army) and US
(Navy). It is a frequency-hopping, software programmable radio with con-
siderable ECCM capability, resisting jamming by constantly shifting hopsets
to unjammed frequencies. Security is further heightened by use of a scram-
bler. The Jaguar-V can also be used for data transmission at a rate of

16 kbps, and it may tolerate up to 50 radio nets, each with dozens of radios,
at once; if each net is frequency hopping in a different sequence, it will still
transmit to all of them [16].

JTT (Joint Tactical Terminal)

A high-performance, software programmable radio. Its modular functional-
ity is backward- and forward compatible with the Integrated Broadcast
Service (IBS). Using a software download, JTT can accept changes in for-
mat and protocol as IBS networks migrate to a common format. Subsequent
intelligence terminals require total programmability of frequency, waveform,
number of channels, communication security, and transmission security,
making subsequent terminals SDRs [17].
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NTDR (Near-Term Digital
Radio) system

A mobile packet data radio network that links Tactical Operations Centers
(TOC:s) in a brigade area (up to 400 radios). The NTDR system provides
self-organizing, self-healing network capability. Network management ter-
minals provide radio network management. The radios interface with emerg-
ing Army Battle Command System (ABCS) automated systems and support
large-scale networks in mobile operations with efficient routing software
that supports multicast operations. Over-the-air programmability eliminates
the need to send maintenance personnel to make frequency changes [18].

AN/PRC-138 Falcon

A manpack or vehicular-mounted HF and VHF radio set. Capabilities
include frequency coverage of 1.6-60 MHz in SSB/CW/AME (single-
sideband, continuous wave, AM equivalent) and FM in the VHF band and
100 preset channels. In the data mode, the AN/PRC-138 offers a variety of
compatible modem waveforms that allows it to be integrated into existing
system architectures. Specific features include embedded encryption, ALE,
embedded high-performance HF data modems, improved power consump-
tion management, and variable power output [19].

MBMMR (MultiBand,
MultiMode Radio)

An AN/PSC-5D(C) that enhances interoperability among special operation
forces units. The MBMMR supports LOS and SATCOM voice and data in
six basic modes: LOS, Maritime, HaveQuick I/II, SINCGARS, SATCOM,
and DAMA. Additional features include embedded TI Range Extension and
Mixed Excitation Linear Prediction (MELP) voice coding. Over-the-air
rekeying (OTAR), extended 30 to 420 MHz band, MIL-STD-188-181B high
data rate in LOS communications and SATCOM, and MIL-STD-188-184
embedded advanced data controller are supported [20].

MBITR (MultiBand Intra/
Inter Team Radio)

Designated AN/PRC-148, the MBITR provides AM/FM voice and data
communications in the 30-512 MHz band. Development of the MBITR is an
outgrowth of Racal’s work on DSP and flash memory. MBITR is JTRS SCA
2.2 compliant and does not require a JTRS waiver. The information security
(INFOSEC) capabilities are software programmable [21].
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Table 4.3: Selected examples of SDRs.

DMR (Digital Modular Radio)

A full SDR capable of interoperability

with tactical systems such as HF, DAMA,
HaveQuick, and SINCGARS, as well as data
link coverage for Link 4A and Link 11.
These systems are programmable and include
software-defined cryptographic functions. The
US Navy is committed to migrating DMR to
SCA compliance to allow the use of JTRS
JPO provided waveforms. The DMR may be
reconfigured completely via on-site or remote
programming over a dedicated LAN or wide
area network (WAN). The four full-duplex
programmable RF channels with coverage
from 2.0 MHz to 2.0 GHz require no change
in hardware to change waveforms or security.
The system is controlled, either locally or
across the network, by a Windows®-based
HMI [23].

JTRS (Joint Tactical Radio
System)

A set of current radio procurements for fully
SDRs. These radio systems are characterized
by SCA compliance that specifies an operat-
ing environment that promotes waveform
portability. The JTRS JPO is procuring more
than 30 waveforms that will ultimately be exe-
cutable on JTRS radio sets. System packaging
ranges from embeddable single-channel form
factors to vehicle-mounted multi-channel sys-
tems. JTRS radios are the current state-of-the-
art technology and have the highest level of
software sophistication ever embedded into

a radio [24].

SUO-SAS (Small Unit
Operations—Situational
Awareness System)

Developed by DARPA to establish the
operational benefits of an integrated suite of
advanced communication, navigation, and sit-
uation awareness technologies. It served as

a mobile communications system for small
squads of soldiers operating in restrictive ter-
rain. SUO-SAS provides a navigation function
utilizing RF ranging techniques and other
sensors to provide very high accuracy [22].
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be used for authentication or context estimates or even natural language under-
standing or aural human—machine interface (HMI) interactions. Added sensors
enable an aware radio to gather other information, such as chemical surroundings,
geolocation, time of day, biometric data, or even network quality of service

(QoS) measures. The key characteristic that raises a radio to the level of aware

is the consolidation of environmental information not required to perform simple
communications. Utilization of this information is not required for the radio

to be considered aware. There is no communication performance motivation

for developing this class of aware radios, and it is expected that this set will

be sparse.

One motivation for an aware radio is providing information to the user. As an
example, an aware radio may provide a pull-down menu of restaurants within a
user-defined radius. The radio may gather this information, in the future, from
low-power advertisement transmissions sent by businesses to attract customers.
A military application may be a situational awareness body of information that
includes a pre-defined set of radios and their relative positions. As an example, the
radios exchange global positioning system (GPS) coordinates in the background,
and the aware radios gather the information for the user and provide it on request.
The radio is not utilizing the information but is aware of the situation.

One example of an aware radio is the code division multiple access (CDMA)
based cellular system proposed by Chen et al. [28]. This system is aware of QoS
metrics and makes reservations of bandwidth to improve overall QoS. Another
example of an aware radio is the orthogonal frequency division multiplexing
(OFDM) based energy aware radio link control discussed by Bougard et al. [29].

4.3.2 Adaptive Radios

Frequency, instantaneous bandwidth, modulation scheme, error correction coding,
channel mitigation strategies such as equalizers or RAKE filters, system timing
(e.g., a time division multiple access [TDMA] structure), data rate (baud timing),
transmit power, and even filtering characteristics are operating parameters that
may be adapted. A frequency-hopped spread-spectrum radio is not considered
adaptive because once programmed for a hop sequence, it is not changed. A
frequency-hopping radio that changes hop pattern to reduce collisions may be
considered adaptive. A radio that supports multiple channel bandwidths is not
adaptive, but a radio that changes instantaneous bandwidth and/or system timing
parameters in response to offered network load may be considered adaptive. If a
radio modifies intermediate frequency (IF) filter characteristics in response to
channel characteristics, it may be considered adaptive. In other words, if a radio
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makes changes to its operating parameters, such as power level, modulation, fre-
quency, and so on, it may be considered an adaptive radio.

At this time, two wireless products exhibit some degree of adaptation: the dig-
ital European cordless telephone (DECT) and 802.11a.

DECT can sense the local noise floor and interference of all the channels from
which it may choose. Based on this sensing capability, it chooses to use the carrier
frequencies that minimize its total interference. This feature is built into hardware,
however, and not learned or software adaptive; thus, DECT is not normally con-
sidered an adaptive radio.

802.11a has the ability to sense the bit error rate (BER) of its link, and to
adapt the modulation to a data rate and a corresponding forward error correction
(FEC) that set the BER to an acceptably low error rate for data applications.
Although this is adaptive modulation, 802.11 implementations generally are dedi-
cated purpose-fixed application-specific integrated circuit (ASIC) chips, not soft-
ware defined, and thus 802.11 is not normally considered to be an adaptive radio.

4.3.3 Cognitive Radios

A CR has the following characteristics: sensors creating awareness of the environ-
ment, actuators to interact with the environment, a model of the environment that
includes state or memory of observed events, a learning capability that helps to
select specific actions or adaptations to reach a performance goal, and some
degree of autonomy in action.

Since this level of sophisticated behavior may be a little unpredictable in early
deployments, and the consequences of “misbehavior” are high, regulators will
want to constrain a CR. The most popular suggestion to date for this constraint is
a regulatory policy engine that has machine-readable and interpretable policies.

Machine-readable policy-controlled radios are attractive for several reasons.
One feature is the ability to “try out” a policy and assess it for impacts. The
deployment may be controlled to a few radios on an experimental basis, so it is
possible to assess the observation and measurement of the behaviors. If the result
is undesirable, the policies may be removed quickly. This encourages rapid deci-
sions by regulatory organizations. The policy-driven approach is also attractive
because spatially variant or even temporally variant regulations may be deployed.
As an example, when a radio is used in one country, it is subject to that country’s
regulations, and when the user carries it to a new country, the policy may be
reloaded to comply in the new jurisdiction. Also, if a band is available for use dur-
ing a certain period but not during another, a machine-readable policy can realize
that behavior.
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The language being used to describe a CR is based on the assumption of a
smart agent model, with the following capabilities:?

e Sensors creating awareness in the environment.

e Actuators enabling interaction with the environment.

e Memory and a model of the environment.

e Learning and modeling of specific beneficial adaptations.
e Specific performance goals.

e Autonomy.

o Constraint by policy and use of inference engine to make policy-constrained
decisions.

The first examples of CRs were modeled in the Defense Advanced Research
Projects Agency (DARPA) NeXt Generation (XG) radio development program.
These radios sense the spectrum environment, identify an unoccupied portion,
rendezvous multiple radios in the unoccupied band, communicate in that band,
and vacate the band if a legacy signal re-enters that band. These behaviors are
modified as the radio system learns more about the environment; the radios are
constrained by regulatory policies that are machine interpretable. The first demon-
strations of these systems took place late in 2004 and in 2005 [30].

4.4 Comparison of Radio Capabilities and Properties

Table 4.4 summarizes the properties for the classes of advanced radios described in
the previous sections. Classes of radios have “fuzzy boundaries,” and the compari-
son shown in the table is broad. There are certain examples of radios that fall out-
side the suggestions in the table. A CR may demonstrate most of the properties
shown, but is not required to be absolutely reparameterizable. Note that the industry
consensus is that a CR is not required to be an SDR, even though it may demon-
strate most of the properties of an SDR. However, there is also consensus that the
most likely path for development of CRs is through enabling SDR technology.

4.5 Available Technologies for CRs

The increased availability of SDR platforms is spurring developments in CR. The
necessary characteristics of an SDR required to implement a practical CR are

2 A smart agent also has the ability to not use some or all of the listed capabilities.
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Table 4.4: Properties of advanced radio classes.

Software | Software Software-

capable | programmable | defined Adaptive | Cognitive
Radio property radio radio radio Aware radio | radio radio
Frequency hopping X X X X X X
Automatic link establishment X X X X X X
(i.e., channel selection)
Programmable crypto X X X X X X
Networking capabilities X X X X X
Multiple waveform X X X X X
interoperability
In-the-field upgradable X X X X X
Full software control of all X * * *
signal processing, crypto,
and networking functionality
QoS measuring/channel state X X X
information gathering
Modification of radio X X
parameters as function of
sensor inputs
Learning about environment X
Experimenting with different settings X

* The industry standards organizations are in the process of determining the details of what properties should be expected of aware,

adaptive, and CRs.
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excess computing resources, controllability of the system operating parameters,
affordability, and usable software development environments including standard-
ized application programming interfaces (APIs). This section discusses some
additional technologies that are driving CR. Even though this is not a comprehen-
sive list of driving technologies, it includes the most important ones.

4.5.1 Geolocation

Geolocation is an important CR enabling technology due to the wide range of
applications that may result from a radio being aware of its current location and
possibly being aware of its planned path and destination.

The GPS is a satellite-based system that uses the time difference of arrival
(TDoA) to geolocate a receiver. An overview of this system is presented in
Chapter 8. The resolution of GPS is approximately 100 m. GPS receivers typically
include a one-pulse-per-second signal that is Kalman filtered as it arrives at each
radio from each satellite, resulting in a high-resolution estimate of propagation
delay from each satellite regardless of position. By compensating each pulse for
the predicted propagation delay, the GPS receivers estimate time to approximately
340 nanoseconds (ns, or 10~? seconds) of jitter [31].

In the absence of GPS signals, triangulation approaches may be used to geo-
locate a radio from cooperative or even non-cooperative emitters. Chapter 8
discusses the classical approaches of TDoA, time of arrival (ToA), and, if the
hardware supports it, angle of arrival (AOA). Multiple observations from multiple
positions are required to create an accurate location estimate. The circular error
probability (CEP) characterizes the estimate accuracy.

4.5.2 Spectrum Awareness/Frequency Occupancy

A radio that is aware of spectrum occupancy may exploit this information for its
own purposes, such as utilization of open channels on a non-interference basis.
Methods for measuring spectrum occupancy are discussed in Chapter 5.

A simple sensor resembles a spectrum analyzer. The differences are in quality
and speed. The CR application must consider the quality of the sensor in setting
parameters such as maximum time to vacate a channel upon use by an incumbent
signal. It ingests a band of interest and processes it to detect the presence of sig-
nals above the noise floor. The threshold of energy at which occupancy is declared
is a critical parameter. The detected energy is a function of the instantaneous
power, instantaneous bandwidth, and duty cycle. An unpredictable duty cycle is
expected. Spectrum occupancy is spatially variant, time variant, and subject to
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observational blockage (e.g., deep fading may yield a poor observation). Therefore,
a distributed approach to spectrum sensing is recommended.

The primary problem associated with spectrum awareness is the hidden node
problem. A lurking receiver (the best example is a television (TV) set) may be
subjected to interference and may not be able to inform the CR that its receiver is
experiencing interference. Regulators, spectrum owners, and developers of CR are
working to find robust solutions to the hidden node problem. Again, a cooperative
approach may help to mitigate some of the hidden node problems, but a coopera-
tive approach will not necessarily eliminate the hidden node problem.

In addition to knowing the frequency and transmit activity properties of a
radio transmitter, it may also be desirable for the radio to be able to recognize the
waveform properties and determine the type of modulation, thereby allowing a
radio to request entry into a local network. Many articles have been published on
this topic, as well as a textbook by Azzouz and Nandi [32]. Once the modulation
is recognized, then the CR can choose the proper waveform and protocol stack to
use to request entry into the local network.

4.5.3 Biometrics

A CR can learn the identity of its user(s), enabled by one or more biometric sensors.
This knowledge, coupled with authentication goals, can prevent unauthorized
users from using the CR. Most radios have sensors (e.g., microphones) that may
be used in a biometric application. Voice print correlation is an extension to an
SDR that is achievable today. Requirements for quality of voice capture and signal
processing capacity are, of course, levied on the radio system. The source radio
can authenticate the user and add the known identity to the data stream. At the
destination end, decoded voice can be analyzed for the purposes of authentication.

Other biometric sensors can be used for CR authentication and access control
applications. Traditional handsets may be modified to capture the necessary inputs
for redundant biometric authentication. For example, cell phones recently have
been equipped with digital cameras. This sensor, coupled with facial recognition
software, may be used to authenticate a user. An iris scan or retina scan is also
possible. Figure 4.3 shows some of the potential sensors and their relative
strengths and weakness in terms of reliability and acceptability [33].

4.5.4 Time

Included in many contracts is the phrase “time is of the essence,” testament to the
criticality of prompt performance in most aspects of human interaction. Even a
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Biometrics in Order of Effectiveness Biometrics in Order of Social Acceptability
1. Palm scan 1. Iris scana
2. Hand geometry 2. Keyboard dynamics
3. Iris scan 3. Signature dynamics
4. Retina scan 4. Voiceprintb
5. Fingerprint 5. Facial scana
6. Voiceprint 6. Fingerprintc
7. Facial scan 7. Palm scanc
8. Signature dynamics 8. Hand geometryc
9. Keyboard dynamics 9. Retina scan?
aRequires a camera scanner
butilizes a copy of the voice input (low impact)
CRequires a sensor in the push-to-talk (PTT) hardware

Figure 4.3: Biometric sensors for CR authentication applications. Several biometric
measures are low impact in terms of user resistance for authentication
applications.

desktop computer has some idea about what time it is, what day it is, and even
knows how to utilize this information in a useful manner (date and time stamping
information). A radio that is ignorant of time has a serious handicap in terms of
learning how to interact and behave. Therefore, it is important for the CR to know
about time, dates, schedules, and deadlines.

Time-of-day information enables time division multiplexing on a coarse-
grained basis, or even a fine-grained basis if the quality of the time is sufficiently
accurate. Time-of-day information may gate policies in and out. Additionally,
very fine knowledge of time may be used in geolocation applications.

GPS devices report time of day and provide a one-pulse-per-second signal.
The one-pulse-per-second signal is transmitted from satellites, but does not arrive
at every GPS receiver at the same time due to differences in path lengths. A prop-
erly designed receiver will assess the propagation delay from each satellite and
compensate each of these delays so that the one-pulse-per-second output is syn-
chronous at all receivers with only a 340 ns jitter. This level of accuracy is ade-
quate for many applications, such as policy gating and change of cryptographic
keys. Increased accuracy and lowered jitter may be accomplished through more
sophisticated circuitry.

The local oscillator in a radio system may be used to keep track of time of
day. The stability of these clocks is measured at approximately 10~°. These
clocks tend to drift over time, and in the course of a single day may accumulate up
to 90ns of error. Atomic clocks have much greater stability (10~!1), but have tra-
ditionally been large and power hungry. Chip-scale atomic clocks have been
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demonstrated and are expected to make precision timing practical. This will
enable geolocation applications with lower CEPs.

4.5.5 Spatial Awareness or Situational Awareness

A very significant role for a CR may be viewed as a personal assistant. One of

its key missions is facilitating communication over wireless links. The opposite
mission is impeding communications when appropriate. As an example, most
people do not want to be disturbed while in church, in an important meeting, or in
a classroom. A CR could learn to classify its situation into “user interruptible”
and “user non-interruptible.” The radio accepting aural inputs can classify a long-
running exchange in which only one person is speaking at a time as a meeting or
classroom and autonomously put itself into vibration-only mode. If the radio
senses its primary user is speaking continuously or even 50 percent of the time,

it may autonomously turn off the vibration mode.

4.5.6 Software Technology

Software technology is a key component for CR development. This section dis-
cusses key software technologies that are enabling CR. These topics include pol-
icy engines, artificial intelligence (Al) techniques, advanced signal processing,
networking protocols, and the Joint Tactical Radio System (JTRS) Software
Communications Architecture (SCA).

Policy Engines

Radios are a regulated technology. A major intent of radio regulatory rules is to
reduce or avoid interference among users. Currently, rules regarding transmission
and reception are enumerated in spectrum policy as produced by various spectrum
authorities (usually in high-level, natural language). Regulators insist that even a
CR adhere to spectrum policies. To further complicate matters, a CR may be
expected to operate within different geopolitical regions and under different regu-
latory authorities with different rules. Therefore, CRs must be able to dynamically
update policy and select appropriate policy as a function of situation.

Spectrum policies relevant to a given radio may vary in several ways:

1. Policies may vary in time (e.g., time of day, date, and even regulations chang-
ing from time to time).

2. Policies may vary in space (e.g., radio and user traveling from one policy regu-
latory domain to another).
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3. A spectrum owner/leaser may impose policies that are more stringent than
those imposed by a regulatory authority.

4. The spectrum access privileges of the radio may change in response to a
change in radio user.

As a result, the number of different policy sets that apply to various modes and
environments grows in a combinatorial fashion. It is impractical to hard-code
discrete policy sets into radios to cover every case of interest. The accreditation of
each discrete policy set is a major challenge. SDRs, for example, would require
the maintenance of downloadable copies of software implementations of each
policy set for every radio platform of interest. This is a configuration management
problem.

A scalable expression and enforcement of policy is required. The complexity
of policy conformance accreditation for CRs and the desire for dynamic policy
lead to the conclusion that CRs must be able to read and interpret policy. Therefore,
a well-defined, accepted (meaning endorsed by an international standards body)
language framework is needed to express policy. For example, if an established
policy rule is constructed in the presence of other rules, the union of all policies is
applicable. This enables hierarchal policies and policy by exception. As an exam-
ple, suppose the emission level in band A is X dBm, except for a sub-band A’ for
which the emission-level constraint is Y dBm if a Z KHz guard band is allowed
around legacy signals. Even this simple structure is multi-dimensional. Layers of
exceptions are complex. The policy engine must be able to constrain behavior
according to the intent of the machine-readable policy. An inference capability is
needed to interpret multiple rules simultaneously.

In the case of spectrum subleasing, policies must be delegated from the lessor
to the lessee, and a machine-readable policy may be delegated. When a CR
crosses a regulatory boundary, the appropriate policy must be enabled. Policies
may also be used by the system in a control function.

The policy should use accepted standard tools and languages because the pol-
icy engine must be able to access automatic interpretation to achieve the goals of
CR applications. Policies may be written by regulatory agencies or by third par-
ties and approved by regulators, but in all cases policy is a legal or contractual
operating requirement and provability in the policy interpretation engine is needed
for certification.

Several suggestions for policy language have emerged. The eXtensible
Markup Language (XML) is not appropriate because it does not typically have
inference capabilities in the interpretation engines. The Ontology Inference Layer
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(OIL), Web Ontology Language (OWL), and DARPA Agent Markup Language
(DAML) have all been explored as possible policy languages. DARPA’s XG program
cites the OWL language as an appropriate language. Tool sets are available for
building policy definitions and for machine interpretation of the definitions [34].

Al Techniques

The field of Al has received a great deal of attention for decades. In 1950, Alan
Turing proposed the Turing test, regarding interacting with an entity and not being
able to tell if it is human or machine. The Al techniques that work are plentiful,
but most are not widely applicable to a wide range of problems. The powerful
techniques may even require customization to work on a particular problem.

An agent is an entity that perceives and acts. A smart agent model is appropri-
ate for CR. Figure 4.4 explains four models of smart agents—simple reflex agents,

Simple Reflex Agent Reflex Agent with State
* Agent selects its action as a function of the AKA Model-Based Reflex Agents
current percept e Agent maintains internal state (memory) as a function of
* Combinational logic percept history and partially reflects unobserved aspects

If it is not just a set of percepts, it is “modeling” the
environment

) ‘o
Sensors 4 Sensors —
a o
nfel2 W tefps S (Sensors, Memory, S
(Sensors) -> Actions 3 Simple Model) -> Actions 3
[0} [0}
= =
Agent Actuators Agent Actuators >
Goal-Based Agent Utility-Based Agent
¢ Goal information identifies states that are desirable » Utility function maps state sequence to real number
¢ Simple: single step reaches goal(s) ¢ Real number is the relative happiness of the agent
* Complex: sequence of steps required to reach * Allows rational decisions in some cases where goals
goal(s) are inadequate
Sensors 4=y Sensors 4y
Mab: m Map: m
p: 2 (Sensors, Memory, 2
(Sensors, Memory, S Realistic Model, with S
Realistic Model) -> 3 Feedback) -> 3
Sequence of Actions g Sequence of Actions %
Agent Actuators > Agent Actuators p-

Figure 4.4: Four smart agent models. Smart agents provide a framework that is consistent
with the continuum of software maturity in software radios.
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model-based reflex agents, goal-based agents, and utility-based agents—defined
as follows:

1. A simple reflex agent is a simple mapping from current sensor inputs to actua-
tor settings. This is a stateless agent model that neither learns nor adapts to the
environment.

2. A model-based reflex agent is still a simple mapping but now includes memory
of past inputs. The actions are a function of the current sensor inputs and the
recent past inputs, making it a finite memory agent model. There is still no
learning. Adaptation is limited, but this is the minimum level of sophistication
for an adaptable radio.

3. A goal-based agent adds to the memory of past inputs; it is a “realistic”” model
of the environment. Now a sequence of actions may be “tested” against a goal
and an appropriate next action may be selected. The level of sophistication for
the model of the environment is not well defined. These agents have increased
capability of adapting because a prediction about the consequences of an
action is available. There is no feedback, and learning is therefore limited. This
1s the minimal level of sophistication for a CR.

4. A utility-based agent maps the state sequence (memory state) to a “happiness”
value and therefore includes feedback. The more sophisticated environment
model may experiment with sequences of actions for selection of the best next
action. This model of a CR has the ability to learn and adapt [35].

A smart agent model for CR is appropriate. The agent framework supports the
continuum of radio maturity, and it allows the modular introduction of various Al
techniques from fuzzy control to genetic algorithms (GAs). Agents may be tai-
lored to the application’s environment. In this sense, environment may be charac-
terized in the following dimensions: fully observable versus partially observable,
deterministic versus stochastic, episodic versus sequential, static versus dynamic,
discrete versus continuous, and single agent versus multiagent.

The following is an incomplete list of Al techniques likely to find applicability
to CR, and further described in subsequent chapters:

o State space models and searching
¢ Ontological engineering
o Neural networks in CR

e Fuzzy control in CR
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e GAsin CR
e Game theory in CR

e Knowledge-based reasoning in CR

Signal Processing

Digital signal processing (DSP) technology enables rapid advances in CRs.
Intellectual property resources are widely available for signal processing func-
tions. In GPP (general-purpose processor) or DSP resources, libraries of routines
realize functions in efficient assembly language. In FPGA (field programmable
gate array) or ASIC resources, licensable cores of signal processing engines are
available in very-high-speed integrated circuit (VHSIC) Hardware Design
Language (VHDL) or Verilog. Signal processing routines are available for com-
munication signal processing (modulation/demodulation, FEC, equalization,
filtering, and others); audio signal processing (voice coding, voice generation,
natural language processing); and sensor signal processing (video, seismic,
chemical, biometric, and others).

Synthesizing signal processing functions together to form a system is a com-
plex task. A process for algorithm development, test case generation, realization,
verification, and validation eases the process of building a waveform or a cogni-
tive system. Integrated tools for system development are available. Many of the
tool sets include automatic generation of high-level language source code or hard-
ware definition language code. A bit-level accurate simulation environment is used
to develop the system algorithms and to generate test cases for post-integration
verification and validation. This environment may be used for CRs to synthesize
communications or multimission waveforms that enable a CR to achieve
specific goals.

Networking Protocols

Cooperative groups (a multiagent model) have the potential to increase capabili-
ties in a variety of ways. For example, a lone CR is limited in its ability to access
spectrum, but a pair of CRs can sense the spectrum, identify an unused band, ren-
dezvous there, and communicate. A network of CRs enables other significant
increases in capabilities. Software for Mobile Ad hoc Networking (MANET),
although maturing slowly, is a key enabling technology.

The medium access control (MAC) layer is critical in CR networks. If the CR
is employing advanced spectrum access techniques, a robust MAC that mitigates
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the hidden node problem is needed. In a “static spectrum access” environment, a
more traditional MAC is possible. A carrier sense collision detection (802.11
MAC) mode is not possible because a radio cannot receive in the exact same band
in which it is transmitting, so a carrier sense collision avoidance approach is fre-
quently used. Request-to-send (RTS) and clear-to-send (CTS) messaging are pop-
ular wireless MACs amenable to MANETS. Other approaches include TDMA or
CDMA MAC:s.

The architecture for routing packets is important for performance in MANETS.
The approaches are generally divided into proactive and reactive algorithms. In a
proactive-routing environment, routing data, often in the form of a routing table,
are maintained so that a node has a good idea of where to send a packet to
advance it toward its final destination, and a node may know with great confi-
dence how to route a packet even if one is not ready to go. Maintaining this
knowledge across a MANET requires resources. If the connection links are very
dynamic or the mobility of the nodes causes rapid handoff from one “network™ to
another, then the overhead to maintain the routing state may be high. In contrast,
reactive-routing approaches broadcast a short search packet that locates one or
more routes to the destination and returns that path to the source node. Then the
information packet is sent to the destination on that discovered route. This causes
overhead in the form of search packets. Proactive and reactive routing both have
pros and cons associated with their performance measures, such as reliability,
latency, overhead required, and so on. A hybrid approach is often best to provide
scalability with offered network load.

An interesting application of CR is the ability to learn how to network with
other CRs and adapt behavior to achieve some QoS goal such as data rate
below some BER bound, bounded latency, limited jitter, and so forth. Various
cognitive-level control algorithms may be employed to achieve these results.

As an example, a fixed-length control word may be used to parameterize a com-
munications waveform with frequency, FEC, modulation, and other measures.
The deployment of a parameterized waveform may be controlled and adapted
by using a generic algorithm and various QoS measures to retain or discard a
generated waveform.

Software Communications Architecture

The primary motivations for SDR technology are lower life cycle costs and
increased interoperability. The basic hardware for SDR is more expensive than for
a single-point radio system, but a single piece of hardware performs as many
radios. The single piece of hardware requires only one logistics tail for service,
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training, replacement parts, and so on. One of the driving costs in SDR develop-
ment is that of software development. The JTRS acquisitions are controlling these
costs by ensuring software reuse. The approach for reuse is based on the Software
Communications Architecture (SCA), which is a set of standards that describes the
software environment. It is currently in release 2.2.1. Software written to be SCA
compliant is more easily ported from one JTRS radio to another. The waveforms
are maintained in a JTRS Joint Program Office (JPO) library.

A CR can be implemented under the SCA standards. Applications that raise
the radio to the level of a CR can be integrated in a standard way. It is expected
that DARPA’s XG program will provide a CR application for policy-driven,
dynamic spectrum access on a non-interference basis that executes on JTRS
radios. XG is the front-runner in the race to provide the first military CR.

4.5.7 Spectrum Awareness and Potential for Sublease or Borrow

The Spectrum Policy Task Force (SPTF) recommends that license holders in
exclusive management policy bands be allowed to sublease their spectrum. Figure
4.5 shows a sequence diagram for spectrum subleasing from a public safety spec-
trum owner. During the initial contact between the service provider and the public
safety spectrum manager, authentication is required. This ensures that spectrum
use will be accomplished according to acceptable behaviors and that the bill will
be paid [36].

For a subleasing capability to exist in a public safety band a shut-down-on-
command function must be supported with a bounded response time. There are
three approaches to this: continuous spectrum granting beacon, time-based grant-
ing of spectrum, and RTS—CTS—inhibit send. Figure 4.5 shows the time-based
granting of spectrum, described as a periodic handshake confirming sublease.

Even though public safety organizations may not sublease spectrum, other
organizations may choose to do so. Subleasing has the benefit of producing an
income stream from only managing the resource. Given proper behavior by
lessees and lessors, the system may become popular and open up the spectrum for
greater utilization.

4.6 Funding and Research in CRs

DARPA is funding a number of cognitive science applications, including: the XG
Program, Adaptive Cognition-Enhanced Radio Teams (ACERT), Disruption
Tolerant Networking (DTN), Architectures for Cognitive Information Processing
(ACIP), Real World Reasoning (REAL), and DAML. DARPA research dollars

144



Cognitive Radio: The Technologies Required

Subscriber 1 Subscriber 2 Service Public Safety
Provider Spectrum Manager
Subscriber 1 Calls Subscriber 2

<

vVlYy

4
€

Subscriber 1 Talks with Subscriber 2 on Usual Channel

& »

Service Provider Rynning Out of Channels

Service Proyider Requests Sublease

Spectrum Manager Grgnts Sublease

<
<

Service Provider Commands Channel Change

&
<

A

Subscriber 1 Talks with Subscriber 2 on Sublease

<

A A 4

A

Perigdic Handshake Confirming Bublease

»

<
<

Service Provider Commands Channel Change pn Sublease Termination

&
4

A

Termination Acknowledge

»
»

Billing Recprd Sent

<

Figure 4.5: Spectrum subleasing sequence. One motivation for CR is the potential income
stream derived from subleasing idle spectrum on a non-interference basis.

under contract are easily in the tens of millions. Good results have been achieved
in many of these efforts.

The National Science Foundation (NSF) is also funding cognitive science
applications including grants to the Virginia Polytechnic Institute and State
University (Virginia Tech or VT). Additionally, NSF has sponsored Information
Theory and Computer Science Interface workshops that communicate CR
research results.

The SDR Forum has a CR Working Group that is investigating various CR
technologies such as spectrum access techniques, and a Cognitive Applications
Special Interest Group that is working with regulatory bodies, spectrum owners,
and users to communicate the potential of CR technologies. Numerous
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organizations participate at SDR Forum meetings. It is expected that the SDR
Forum will solicit inputs from industry through a Request for Information (RFI)
process in the near future.

Both the Federal Communications Commission (FCC) and the National
Telecommunications and Information Administration (NTIA) have interest in CR.
The FCC has solicited various comments on rule changes and an SPTF report.
NTIA has been involved in the discussions as they relate to government use of
spectrum.

4.6.1 Cognitive Geolocation Applications

If a CR knows where it is in the world, myriad applications become possible. The
following is a short set of examples. Figure 4.6 shows a use case level context dia-
gram for a CR with geolocation knowledge.

Figure 4.6: CR use case for User
geolocation. Several interactions Spatially Variant
between the CR and the world are Advertisers
enabled or required by geolocation
information.

GPS Satellites

CRs Geolocation

Space and Time

Spatially Aware Aware Scheduling
Routing Boundary Aware of Tasks

Policy Deployment

Establishing the location of a CR enables many new functions. A cognitive
engine for learning and adapting can utilize some of the new functions. There are
multiple methods for determining location. For example, GPS receiver technology
is small and inexpensive. Given an appropriate API, numerous applications
including network localization (discussed next) and boundary awareness are avail-
able to the cognitive engine in the CR. Other methods for determining location are
discussed in Chapter 8.

Network localization is a term to describe position aware networking enhance-
ment. For example, if a radio knows it is in a car, that it is morning rush hour, and
that the path being taken is the same as that of the last 200 days of commuting, it
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can predict being in the vicinity of the owner’s office wireless local area network
(LAN) within a certain time period. The radio may wait until it is in the office to

download e-mail and upload the pictures of the accident taken a few minutes ago.
This is an example of the highest level of management of radio functions (assum-
ing the radio is used for e-mail, photos, etc.).

Spatial awareness may be used for energy savings. In a multiple short hop-
routing algorithm with power management just closing the wireless link with
multiple short hops is usually more energy efficient than one long hop. Knowing
the position of each node in a potential route allows the CR to take energy con-
sumption into consideration when routing a packet.

Spatially variant searching is a powerful concept for increasing a user’s oper-
ating efficiency. If it is time for supper, the CR may begin a search for the types of
restaurants the user frequents and sort them by distance and popularity. Other spa-
tially variant searches are possible.

A radio aware of boundaries may be able to invoke policy as a function of
geopolitical region. When passing from one regulatory jurisdiction to another, the
rules change. The radio can adopt a conservative operation mode near the bound-
aries and change when they are crossed. The radio must have the ability to distin-
guish one region from another. This may require a database (which must be kept
up-to-date) or some network connectivity with a boundary server. Figure 4.7
shows a simplified sequence diagram in which a CR accesses spectrum as a func-
tion of a spatially variant regulatory policy.

A sequence of position estimates may be used to estimate velocity. Take a sce-
nario in which teenagers’ cell phones would tattle to their parents when their
speed exceeds a certain speed. For example, suppose tattle mode is set. The radio
is moving at 45 mph at 7:30 a.m. The radio calls the parent and asks a couple of
questions such as: “Is 45 mph okay at this time? Is time relevant?” The questions
will be in the same order each time and the parent won’t have to wait for the
whole question, just the velocity being reported. Then the parent keys in a
response. After a few reports, the radio will develop a threshold as a function of
time. For example, during the time the radio is heading for school, 45 mph is okay.
During the lunch break (assuming a closed campus), 15 mph might be the thresh-
old. An initial profile may be programmed, or the profile may be learned through
tattling and feedback to the reports. Vehicle position and velocity might also be
useful after curfew.

The CR application uses special hardware or customized waveforms that
return geolocation information. This information is used to access databases of
policies or resources to make better decisions. Dynamic exchange of information
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Figure 4.7: Spectrum access sequence diagram. A policy engine uses regional inputs to select
spatially variant policies to approve or disapprove a requested spectrum access.

may be used for other networking actions. The set of CR applications that are
enabled by geolocation capability is large and has many attractive benefits.

4.6.2 Dynamic Spectrum Access and Spectrum Awareness

One of the most common capabilities of CRs is the ability to intelligently utilize
available spectrum based on awareness of actual activity. Current conservative
spectrum management methods (static spectrum assignments) are limited because
they reduce spatial reuse, preclude opportunistic utilization, and delay wireless
communication network deployment. Without the need to statically allocate spec-
trum for each use, however, networks can be deployed more rapidly. A CR with
spectrum sensing capability and cooperative opportunistic frequency selection is
an enabling technology for faster deployment and increased spatial reuse.
Spectrum access is primarily limited by regulatory constraints. Recent mea-
surements show that spectrum occupancy is low when examined as a function of
frequency, time, and space [36]. CRs may sense the local spectrum utilization
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either through a dedicated sensor or by using a configured SDR receiver channel.
Uses of this information may create increased spectrum access opportunities.

One of the primary considerations for such a cognitive application is non-
interference with other spectral uses. Figure 4.8 shows local spectrum awareness
and utilization. If the regulatory body is allowing CRs to utilize the unoccupied
“white space,” increased spectral access can be achieved. The CR can examine the
signals and may extract detailed information regarding use. By estimating the
other uses and monitoring for interference, two CRs may rendezvous at an unoc-
cupied “channel” and communicate.

Spectrally Aware

e Channel Activity Statistics

e Usage Policies
— Lockouts, Rentals, Unlicensed

Regulators Will Define ""6781.000  6784.000 6787.000

Spectrum Blocks Subject to Time of Day (Seconds)
CR Commons
Etiquette and Who Is Allowed

to Use 7-14% Occupied
Spectrum

_______ ==—Deployed Waveforms

Existing Signals

Detailed Signal Parameters

Figure 4.8: Spectrum awareness. A CR, or a set of CRs, may be aware of the spectrum and
may exploit unoccupied spectrum for its own purposes.

Sophisticated waveforms that have the ability to periodically stop transmitting
and listen for legacy users are called for in this application, as well as waveforms
that can adapt their spectral shape over time. Dynamic selection of channels to
utilize or vacate is important. Simulations of these cooperating CRs already exist,
and additional field demonstrations are expected in the near future. Another
advantageous waveform characteristic is discontinuous spectrum occupancy. This
allows a wideband communication system to aggregate available spectrum
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between other existing signals. Careful analysis is needed to ensure that sufficient
guard bands are utilized.

Figure 4.9 shows five suggested alternatives for utilizing spectrum in and
around legacy signals. The characteristics of the legacy signals may be provided
to the cooperating CRs by federated sensors. An alternative method for character-
izing the legacy signals is time division sharing of a channel as a sensor and pro-
viding a look-through capability by duty-cycling transmit and monitor functions.
The five methods shown in Figure 4.9 avoid the legacy signal in various ways.

Frequenc
Occupied q v

Frequency Spaces 4

1. Move in
Frequency

—— >

2. Adapt BW and
Frequency

Frequency

Frequency

A

Time
3. Dynamic
5. Dynamic OFDM
Frequency
Hop Spread 4. Dynamic Direct
Spectrum Spreading Spread >
Spectrum Time
Frequency Frequency
[ I
|:| a
I onoan ., . X
Time Time Time

Figure 4.9: Non-interference methods for dynamic spectrum access. Different strategies for
deploying non-interfering waveforms have been proposed.

The first method assumes a fixed bandwidth waveform: the center frequency
may be adapted. The second method assumes a variable bandwidth signal, such as
a direct-sequence spread-spectrum waveform, where the chip rate is adapted and
the center frequency is adapted. The third method uses a water-filling method to
populate a subset of the carriers in an OFDM waveform. These three methods
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impact legacy signals very little if appropriate guard bands are observed. The
fourth method is a direct-sequence spread-spectrum waveform that underlies the
legacy signals. The interference from this underlay must be very small so that
legacy systems do not experience noise; thus the processing gain of the spread
spectrum underlay must be very high. The last method shown also avoids the
legacy signals by frequency hopping into only unoccupied channels.

The spread-spectrum method deserves some elaboration at this point. Legacy
receivers will perceive the spread-spectrum signal as an increase in the noise floor,
which may result in a decrease in the link margin of the legacy signal. The spread-
spectrum receiver will perceive the legacy waveform(s) as a narrowband interfer-
ence. The de-spreading of the desired signal will cause the narrowband signals to
spread. This spreading will cause the narrowband signals to appear at a signal
level reduced in power by the spreading gain, and thus appear as noise to the CR,
resulting in reduced link margin. The ability of each of these communication sys-
tems to tolerate this reduced link margin is link specific and therefore a subject of
great concern to the legacy system operators.

An OFDM waveform, the third method in Figure 4.9, has several benefits
including flat fading subchannels, elimination of equalizer due to long symbol
time and guard intervals, the ability to occupy a variety of bandwidths that “fit to
the available opportunity,” and the ability to null subcarriers to mitigate interfer-
ence. Variable bit loading enables pre-nulling and dynamic nulling. Table 4.5
compares several methods for dynamic bit loading an OFDM waveform. Not
loading subcarriers occupied by legacy signals with guard bands around them
minimizes interference between CR and non-CR systems [37-39].

Because spectrum utilization is a spatially and temporally variant phenome-
non, it requires repeated monitoring and needs cooperative, distributed coordina-
tion. The familiar hidden node and exposed node problems have to be considered.
Figure 4.10 shows a context diagram in which external sensor reports are made
available to the CR and may be considered when selecting unoccupied bands.

Figure 4.11 shows a sequence diagram in which a set of CRs is exchanging
sensor reports and is learning about local spectrum occupancy. At some time, a
pair of CRs wishes to communicate and rendezvous at a band for that purpose. When
a legacy signal is detected, the pair of CRs must vacate that band and relocate to
another.

The sensor technology utilized for spectrum awareness should be of high qual-
ity to mitigate the hidden node problem. For example, if a CR wants to use a TV
band, its sensor should be significantly more sensitive than a TV set so that if it
detects a TV signal, it will not interfere with local TV set reception, and if it does
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Table 4.5: Comparison of variable bit loading algorithms.

Krongold [39]

Lagrange multiplier with
bisection search, integer bit
loading, power allocation,
fast convergence

Method Characteristic Complexity
Water filling Original approach, optimal, O(N?)
frequently used for comparison
Hughes-Hartogs [37] | Optimal, loads bits serially O(SN?)
based on subcarrier energy
level, slow to converge,
repeated sorts
Chow [38] Suboptimal, rounds to integer O(NlogN +NlogS)
rates using signal-to-noise
gap approximations, some
sorting required
Lagrange Optimal, computationally O(NlogN),
(unconstrained) efficient, efficient table lookup, | revised O(N)

Note: N: number of subcarriers; S: number of bits per subcarrier.

Spectrum Usage
Policy

“Opportunistic”
Use of Spectrum
(with Look-through)

User

CR Spectrum
Access

Rendezvous
Protocol

Other CR Sensor
Reports

Sensor
Reports

Figure 4.10: Spectrum access context diagram. A spatially diverse sensing protocol is
required to mitigate such problems as hidden node or deeply fading RF channels for CR
accessto spectrum on a non-interference basis.

not detect a signal, there is a high probability that no TV set is near enough to
demodulate a TV signal on that channel.
Dynamic spectrum access as a result of learning about the spectrum occu-
pancy is a strong candidate for a CR application. Numerous discussions in regula-
tory organizations have involved whether to allow this behavior. If implemented
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Figure 4.11: Dynamic spectrum access sequence diagram (assumes a control channel).
A pair of CR communicating on an unoccupied channel must vacate when interference
potential is detected.

correctly, it is a win—win situation in which more spectrum is utilized and very lit-
tle additional interference is suffered.

4.6.3 The Rendezvous Problem

The difficulty for the CR network is the radios locating each other and getting the
network started. Before any transmission can occur, all radios must survey the
spectrum to determine where the available “holes” (frequency reuse opportunities)
are located. However, each receiver—sensor will perceive the spectrum slightly dif-
ferently because each will see different objects shadowing different transmitters,
and will either see each transmitter with a different signal strength or will not see
some transmitters that other nodes are able to see. So while node A may see an
open frequency, node B may consider that frequency to be in use by a distant
transmitter node or network L. To get the network started, the CRs must agree on
a protocol to find each other.
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There are several possible methods by which to do this. These methods
depend strongly on whether there is an infrastructure in place to help start up a
CR network, or whether no infrastructure can be assumed.

Infrastructure-Aided Rendezvous

If we assume that there is an infrastructure component, we must also assume it
behaves just like the CR and does not interfere with legacy systems. We assume,
however, that it periodically transmits a beacon signal, and we assume that this bea-
con includes reference time, next frequency-hop(s), and a description of frequencies
in use within the local region. Furthermore, we assume that the infrastructure bea-
con is followed by an interval in which CRs request an available time-frequency slot
and associate a net name to that slot, as well as to their location and transmit power,
followed by a response from the infrastructure recommending which frequency to
use and when to check back. Subsequent requests by other net members can be
directed to the proper time-frequency slot, and the geographic distribution of net
members can be tracked, allowing the infrastructure to assess interference profiles.

Unaided Rendezvous

Defense systems are rarely able to assume support infrastructure. Similarly, early
deployments of commercial CR equipment will not be able to assume infrastruc-
ture. Consequently, it is important to have an unaided method for rendezvous.
Several methods exist for systems to find each other.

The problem is somewhat like two men searching for each other when they
are a mile apart on a moonless dark night out in the desert. Each has a flashlight
the other may see, but only when it is pointed in the right direction. They can
finally signal each other, but only when each has noticed the other’s flashlight, so
each must look in the proper direction at the proper time.

In the case of CRs trying to find each other, one must transmit and the other
must receive in the proper frequency “hole” at the proper time. Several methods
are feasible. All involve one node transmitting “probe” signals (a uniquely distin-
guishing waveform that can be readily correlated) until receiving a response from
a net member. In all cases, the problem is that the frequencies the transmitter sees
as being “usable holes” are different from those the receiver sees. Thus, neither
can be stationary and just sit on one frequency hoping the other will find it:

Case I: Node A transmits probes in randomly selected frequency holes, while
node B listens to random frequencies considered to be unoccupied. Preferably,
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node B listens about three times as long as a probe pulse. The search time can
be dramatically reduced if node B is able to listen to many simultaneous fre-
quencies (as it might with an OFDM receiver). Node B responds with a probe
response when node A is detected.

Case 2: Node A selects the five largest unoccupied frequency blocks, and rotates
probe pulses in each block. Similarly, node B scans all of the unoccupied fre-
quency blocks that it perceives, prioritized by the size of the unoccupied fre-
quency block, and with a longer dwell time.

Both of these cases are similar, but minor differences in first acquisition and
robustness may be significant.

After node B hears a probe and responds with a probe acknowledge, the
nodes will exchange each node’s perception of locally available frequencies.
Each node will “logical OR” active frequencies, leaving a frequency list that
neither node believes is in use. Then node A will propose which frequency
block to use for traffic for the next time slot, at what data rate, and in what
waveform.

From this point forward, the nodes will have sufficient connectivity to track
changes in spectral activity and to stay synchronized for which frequencies to
use next.

4.6.4 CR Authentication Applications

A CR can learn the identity of its user(s). Authentication applications can prevent
unauthorized people from using the CR or the network functions available to the
CR. This enhanced security may be exploited by the military for classified com-
munications or by commercial vendors for fraud prevention.

Because many radios are usually used for voice communications, a micro-
phone often exists in the system. The captured signal is encoded with a VoCoder
(voice coder) and transmitted. The source radio can authenticate the user (from a
copy of the data) and add the known identity to the data stream. At the destination
end, decoded voice can be analyzed for the purposes of authentication, and the
result may be correlated with the sent identity.

Other sensors may be added to a CR for the purposes of user authentication.
A fingerprint scanner in a push-to-talk (PTT) button is not intrusive. Automatic
fingerprint correlation software techniques are available and scalable in terms
of reliability versus processing load required. Additionally, cell phones have
been equipped with digital cameras. This fingerprint sensor coupled with facial
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recognition software may be used to authenticate a user. Again, the reliability is
scalable with processor demands.

Figure 4.12 shows a context diagram for a CR’s authentication application.
The detailed learning associated with adding a user to an access list through a
“third-party” introduction is not shown. The certificate authority could be the third
party, or another authorized user could add a new user with some set of authority.
The CR will learn and adapt to the new set of users and to the changing biometric
measures of a user. For example, if a user gets a cold, his voice may change, but
the correlation between the “new voice” and the fingerprint scanner is still strong,
and the CR may choose to temporarily update the voice print template.

User

Microphone
Sensors

/

Specialized
Biometric Sensors

CR
Authentication
Applications

Handshaking

Access to with Remote CR

CR Functions

Figure 4.12: Authentication context diagram. A CR application that learns the identity of its
user(s) and has an Access List Security Protocol can minimize fraud and maximize secure
communications.

4.7 Timeline for CRs

CR development will be a spiral effort. The when, where, how, and who of this
development are discussed below:

When: Currently, several CR initiatives are under way. Progress is evident every
day, and more and more sophisticated demonstrations are imminent. Some of
these demonstrations will include better policy conformance characteristics.

Where: The FCC and NTIA are currently discussing a test band for CR. They are
suggesting a 10 MHz experimental chunk of spectrum to allow developers to
experiment. This promising development must be exploited. As policy is writ-
ten for this band, it can be deployed and policy violations may be assessed.

Who: Vendors, regulators, service providers, and users are highly interested in
CR systems. A great deal of discussion on exactly what that means has
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already taken place and continues. Academic researchers using COTS SDR
demonstrations and government-sponsored demonstrations using custom-
developed SDRs will reduce CR to practice, for at least the first systems.
Where the technology will progress is difficult to predict. As an example, the
following organizations are working with CR: General Dynamics; Shared
Spectrum; Raytheon; Lockheed Martin; Bolt, Beranek, & Newman; Rockwell
Collins; Harris; Virginia Tech; and Northeastern University (and the list has
doubled during the preparation of this book).

How: The easiest experiments utilize COTS SDR hardware and execute cognitive
applications as demonstrations. Custom-developed hardware is more expen-
sive, but is better tailored to show the benefits of CR. Spectrum awareness
using a spectrum sensor has the best information to exploit unoccupied spec-
trum. This custom capability also has computational resources sized to exe-
cute a policy constraint engine.

4.7.1 Decisions, Directions, and Standards

Numerous organizations and standards bodies are working in the area of CR. The
SDR Forum, the Institute of Electrical and Electronics Engineers (IEEE), the
Federal Communications Commission (FCC), the National Telecommunications
and Information Administration (NTIA), and the International Telecommuni-
cation Union (ITU) all have interests in this area.

4.7.2 Manufacture of New Products

Many products have new sensors and actuators in them. Cellular telephone hand-
sets are a high-volume, highly competitive product area, from which innovation is
driven by these characteristics. In fact, a large fraction of new cell phones have an
integrated digital camera. These are manually operated today, but CR applications
may take advantage of this sensor for more “cognitive” operation modes.

Chemical sensors have been integrated to some cell phone models. The pur-
pose of the chemical sensors is to report on important “problems” such as “bad
breath” and “blood alcohol level.” This is a manually operated device, but future
applications may be more autonomous.

Among the new applications in cellular telephones is a Bluetooth-like wave-
form to introduce single people. “Flirting radios” may subsequently need to have
Al technology added to filter out the “undesirable” introductions.

Much to the dismay of teenagers and employees everywhere, phone tracking
applications are now available. Although these capabilities are used “manually”
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now, learning algorithms can be applied to the interface to create a new “filtered”
report stream. There is serious interest in tracking other sets of people, such as
first responders, delivery people, service people, or doctors.

4.8 Summary and Conclusions

Radio evolution has taken the path toward more digital realizations and more soft-
ware capabilities. The original introduction of software made possible software
capable radios that communicate and process signals digitally. In the pursuit of
flexibility, software programmable radios, and the even more flexible SDR, have
become the standard in the military arena and are starting to gain favor in the
commercial world, as explained in Section 4.2. We are now seeing the emergence
of aware radios, adaptive radios, and finally CRs, and we have traced the contin-
uum among these various degrees of capability, as well as providing a few exam-
ples of each. Sections 4.3 and 4.4 explored the properties and capabilities of each
of these classes of radios.

Section 4.5 outlined the enabling technologies for CRs. Numerous technologies
have matured to the point where CR applications are possible and even attractive.
The ability to geolocate a system, sense the spectrum, know the time and date,
sense biometric characteristics of people, access new software capabilities, and
determine new regulatory environments are all working together to enable CR.

Geolocation through the use of GPS or other methods is now available.
Chapter 8 discusses how a radio can know where it is located. This enabling tech-
nology allows a radio to make spatially variant decisions, which may be applied to
the selection of policy or networking functions.

Sensing of the local RF environment is available. This information may be
used to mitigate a deeply fading channel or may be used to access locally unoccu-
pied spectrum. Non-interference is particularly important, and protocols for sens-
ing, deciding, and accessing spectrum are being designed, developed, and
demonstrated today.

Increased robustness in biometric sensor technology provides a whole new
dimension to CR applications. The most likely initial use of this technology is in
user authentication applications, such as the purchasing of services and products.

Knowledge of time has been available in many forms, but integration into a
broader range of full-function capabilities will enable all new applications. Stable
time knowledge enables a CR to plan and execute with more precision. Using this
capability for non-infrastructure-based geolocation, dynamic spectrum access, or
Al planning is envisioned for near-term CR functions.
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A smart agent model of CRs is attractive. An agent is an entity that perceives
and acts on behalf of another. This is where CRs are going. Smart agent models of
the world enable a radio to provide services for its user. Improved performance or
new capabilities may be provided. As the CR’s smart agent model of the world
becomes more sophisticated and realistic, situational awareness will increase. As
the models improve, the ability of the CR to act effectively over a broader range
of user services will improve.

Maybe the most important software technology is a policy engine that enables
a CR to know how to behave where it is right now, given the priorities of current
circumstances. Al applications at a very high level, networking services in the
middle levels, and signal processing primitives at a very low level are all available
for a CR developer to utilize in creating new capabilities. Finally, middleware
technology enables greater software reuse, which makes CR development
economical.

Modern regulatory philosophy is starting to allow CR to deploy new services
and capabilities. As the trend continues, there are economic motivations for
deploying CR systems.

Section 4.6 covered research in CR technologies, and presented three signifi-
cant classes of CR applications. Geolocation-enabled applications and authentica-
tion applications were discussed in some detail. The most promising CR
application is dynamic spectrum access. Suggestions for using OFDM waveforms
along with dynamic bit loading are included in this chapter. Solutions to the ren-
dezvous problem are suggested, and the hidden node problem is described.

Section 4.7 covered the timeline in which these technologies will roll out and
be integrated into radio equipment and products. Many of the technologies
required to provide some of the useful and economically important CR functions
already exist, so some of these features should begin to appear within the timeline
of the next development cycle.

The bottom line is that the enabling technology for CR applications is avail-
able. There is interest in integrating the technologies to build cognitive applica-
tions. Finally, the emergence of CRs and their cognitive applications is imminent.
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CHAPTER 5

Spectrum Awareness

Preston Marshall
Defense Advanced Research Projects Agency
US Department of Defense Arlington, VA, USA

Spectrum is the “lifeblood” of RF communications.

5.1 Introduction

The wireless designer’s adaptation of the classic New England weather observation
could be “Everyone complains about spectrum availability (or at least the lack of it),
but no one does anything about it!”” Cognitive radio, however, offers the opportunity
to do something about it. Spectrum aware radios offer the opportunity to fundamen-
tally change how we manage interference, and thus transit the allocation and utiliza-
tion of spectrum from a command and control structure—dominated by decade-long
planning cycles, assumptions of exclusive use, conservative worst-case analysis,
and litigious regulatory proceedings—to one that is embedded within the radios,
each of which individually and collectively, implicitly or explicitly, cooperates to
optimize the ability of the spectrum to meet the needs of all the using devices. As
this chapter looks at this opportunity, it investigates solutions that range from
local brokers that “deal out” spectrum, to totally autonomous systems that operate
completely independently of any other structures. In its ultimate incarnation, it is
possible to actually use spectrum awareness and adaptation to relax the hardware
physical (PHY) layer performance requirements by avoiding particularly stressing
spectrum situations. As such, a cognitive radio could ultimately be of lower cost
than a less intelligent, and more performance stressed, conventional one.

Note: Approved for public release, distribution unlimited.
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5.2 The Interference Avoidance Problem

Before discussing a cognitive spectrum process, let us consider the classical spec-
trum management and assignment case. Once radios moved beyond spark gap
techniques (the original impulsive ultra-wideband (UWB) radio), use of the spectrum
has been deconflicted to avoid interference. Spectrum and frequency managers
assign discrete frequencies to individual radios or networks and attempt to ensure
that the emissions from one do not adversely impact others. A not insignificant
legal (and seemingly smaller technical) community has grown up around this sim-
ple principle. Such planners are inherently disadvantaged by a number of factors.
For one, they have to assume that:

o Interfering signals will propagate to the maximum possible range.

o Desired signals will be received without unacceptable link margin degradation.

In practice, this means that interference analysis is often driven by two
unlikely conditions: maximal propagation of interfering signals and minimal
propagation of the desired signal. Simplistically, if propagation was a simple
R? condition (from a tower to a close-by remote), and the receiver needed 12 dB
signal-to-noise, then we could consider that the interference would extend for a
distance of four times the maximum range of the link, at which point the received
signal power would be equal to the noise power.! Thus, the interference would
be an area 16 times the usable coverage area, as shown in case 1 in Figure 5.1.
Operation close to the ground would have an R*® propagation, and that ratio

Figure 5.1: Practical interference Intended
margins. Several cases of Communications

conservative assumptions Range

about propagation to intended

and unintended receivers are \(/)g?_e 1 Advantaged
ictim

illustrated.

Case 2 Equally
Disadvantaged
Victim

Case 3
Disadvantaged
Victim, with Fade
Margin Allowance

For an explanation of propagation energy loss, refer to the Appendix at the end of this chapter.
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would be reduced to about four, as shown in case 2, which is slightly less
stressing. However, when we consider that one of the receivers or transmitters
may be at an advantaged position and one at a disadvantaged position (and thus
has losses approaching R*®), and when we must include a multipath fading
allowance on the desired link, the relative gap opens up immensely. This is shown
in case 3. If we assume a worst-case fade margin (a possibility of 20 dB loss to the
disadvantaged intended receiver operating in an R*® regime, while having other
unintended receivers operating at R? in the same region), it increases the area of
interference to more than 150 times the area of reliable communications. Figure
5.1 illustrates the impact of ever-increasing conservative assumptions regarding
signal propagation, and imputed spectral usage for conservative spectrum plan-
ning situations.

When we add mobility to this analysis, the situation gets even more restrictive.
In this case, the conventional frequency manager must deconflict the entire
range of motion of the emitters and receivers. All this greatly consumes effective
spectrum, increasing the already low (only several percent average utilization) val-
ues of the pessimistic and static case, to add the considerations of pessimistic
assumptions about possible mobility.

It is important to recognize that this pessimism is not inherent in the operation
of the radio links; statistically, it is important because it represents a set of cases
wherein many radio systems would have no ability to operate, because without
adaptation, even if the radio recognizes that an interference condition exists, it
cannot implement and coordinate a strategy for migrating to a clear channel. In
this chapter, we consider spectrum strategies that use awareness to locate spec-
trum holes, often the result of the essential conservative nature of the planning
process. However, an equally important rationale for the inclusion of awareness
in real systems is the ability to locally resolve interference by using the same
behaviors to locate new, and unblocked, spectrum. This feature of interference
adaptive radios offers all users of the spectrum the ability to migrate from the
currently conservative assumptions that underlie spectrum planning.

5.3 Cognitive Radio Role

We postulate that cognitive radio offers the ability to manage this situation more
effectively by utilizing the ability to sense the actual propagation conditions that
occur, and to adjust the radio dynamically to best fit these conditions. To do this,
we distinguish between two radio operating objectives. In the first, the radio
attempts to minimize its own spectral “footprint,” consistent with the environment
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and needs of the networks it supports. In the second, it adapts itself to fit within
whatever spectrum is available, based on local spectral analysis. When we put
these two together, we can conceive of a radio that can find holes, and then morph
its emissions to fit within one or more of these holes. Such radios could offer
radio services without any explicit assignment of spectrum, and still be capable of
providing high-confidence services.

5.4 Spectral Footprint Minimization

There are two sides to the cognitive radio problem. The first is fitting into the
spectral footprint of other radios. The second, and more subtle, is to minimize the
radio’s own footprint, as discussed here.

For years, modulation designers have defined spectrum efficiency as the num-
ber of bits per hertz (Hz) of bandwidth, and have often used this metric as a scalar
measure of the best modulation. The assumption has been that the design that uti-
lized the least spectrum was intrinsically less consumptive of shared spectrum
resources. This proposition is worth examining. The Shannon bound argues that
essentially infinite bits per Hz can be achieved, but it can be accomplished only by
increasing the energy per bit (Eb) exponentially, and thus the radiated spectral
energy increases at the third power of the spectral information density.”> We broaden
our view of spectrum impact to include not only the amount of spectrum used, but
also the area over which it propagates.’

One problem involves how to define spectral efficiency metrics. Classically,
digital radio engineers have attempted to minimize the spectrum used by signals
through maximization of bits per Hz. This is a simple and readily measured met-
ric, but is it right to apply this to a new generation of radios? The Shannon bound
shows a basic relationship between energy and the maximum possible bits per Hz,
as shown in Figure 5.2.

An immediate observation is that although the bits per Hz increase linearly,
the energy required per bit goes up exponentially, as energy increases an average
of 2dB per bit per Hz over the entire range of spectrum efficiencies. We can see
that the proportionate cost in energy of going from one bit to two bits per Hz is
essentially the same as that required to go from six to seven. Essentially arbitrary
bits per Hz are possible if the channel is sufficiently stable and power is available.
But this is tough on battery-powered devices!

2The Shannon bound (or limit) is the best that can be done at this time.
31t is worth noting that volume would be a more generalized measure, but most spectrum usage is
on the surface of Earth, so we will limit our consideration to two, rather than three, dimensions.
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It is equally tough on the other users of the spectrum, in the form of suppress-
ing adjacent channel interference, as well as large dynamic range in the analog
functions of the receiver. In order to increase the bits per Hz, the radio must now
transmit both slightly more bits, and vastly more Eb, in order to meet the Eb/No
requirements of the receiver, where No is noise power.

Using Shannon’s limit, we can compute the increase in spectral energy
required to increase spectrum efficiency from one-half to eight bits per Hz. If
simple spectrum were the measure, such a radio strategy would be effective.
However, for most frequencies, spectrum is a valuable asset over a given area.
Therefore, bits per unit area is an appropriate measure for how effectively we use
spectrum. Extending this bound to consider propagation is important if we want to
understand how this denies spectrum usage to the radios. Ignoring multipath and
absorption, propagation between terrestrial antennas can be simply modeled
as R*, with a varying from 2 to 4, depending on antenna height and frequency.
Applying Shannon’s limit to this simplistic propagation yields the graph in
Figure 5.3. In this case, we compute the change in effective interference region
for each point in the Shannon curve, and for cardinal values of the propagation
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constant. Clearly, simplistic spectrum strategies that only look at bits per Hz are
not effective, and in fact are quite counterproductive for all the spectrum users as
a whole. The better the propagation, the more ineffective increasing energy is as a
strategy for spectrum efficiency.

For most propagation conditions, it is clear that increasing the spectral
efficiency of one radio will disproportionately reduce the ability of the spectrum
to support other users. The value of « generally increases with frequency (for
propagation in very high frequencies (VHF) and above), which implies that more
sophisticated strategies are needed. Increasing modulation constellation depth is a
poor solution for the radio because it greatly increases the energy it needs, as well
as a poor solution for the other radios sharing the spectrum because it essentially
raises the noise floor throughout a greatly increased region, or precludes operation
at rapidly increasing radii from the transmitter.

This can lead us to a measure that recognizes this trade-off. In this case, bits
per Hz per area reflects that the critical issue in spectrum optimization is not
spectrum use; rather, it is spectrum reuse, and we want to measure and optimize
not only how the radios themselves perform, but how the radios allow other
radios to share the spectrum in a close to globally optimal manner.

The preceding discussion assumes that the power is perfectly matched to the
channel; in practice, such an alignment is impossible to achieve or maintain over
any degree of time-varying channel, so the real result will fall below these values.
In the extreme case of no power management, the results are insensitive to many
of these considerations.

5.5 Creating Spectrum Awareness

One of the key considerations for whether a radio is cognitive is its ability to cre-
ate awareness of its environment. Certainly, the key environment of a radio, or
network, is the spectrum in which it operates.

5.5.1 Spectrum Usage Reporting

The simplest implementation of a cognitive spectrum architecture could be based
on principles already established for the upper layers. Each radio would coordi-
nate the use of spectrum via spectrum usage (spectral power density, directional-
ity, location) reporting and distribution. Reporting to local neighbors or to a local
spectrum management infrastructure would have to be provided not only by the
transmitters, but by the receivers as well. Receiver reporting would enable the
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sharing scheme to be more aggressive because the system would have to protect
only locations in which a possible interference could occur. Without receiver
reporting, the interference analysis would have to assume receivers throughout the
entire radiated pattern. A collection of all such reports (and their associated
locations) would, in theory, provide each member of the network with an exact
understanding of the interference it would face and the interference it would cause
if it radiated any specific emission. Such architectures could resemble the
command and control model of spectrum, if the coordination was provided to

a single authority, or “band manager,” that would control the dynamic assignment
of spectrum.

Alternatively, the control could be more peer to peer, with individual radios
computing the effect on other radios as well as on themselves. This approach dif-
fers from the current mechanisms not so much by its intrinsic character, but by its
automation, time cycle, and “localness.” It meets the definition of cognitive in that
it makes decisions based on a level of awareness provided by other users of the
spectrum. In this model, individual radios are blind. Such a scheme has the advan-
tages cited above if (and only if) the structure can meet the following conditions:

o Fellow radios are assumed to be trustworthy.

o The general characteristics of the propagation environment are well understood,
or the bounds on the best possible performance are well understood.

e Reporting requirements are imposed on 100 percent of the emitters (and
optimally, the receivers).

The process is certainly appropriate for application in bands in which the
usage is homogeneous and controlled by a single entity (or possibly a set of
cooperating entities), and in which the antennas in at least one end of the link are
generally advantaged, in order to have the bounding equations somewhat
correspond to likely propagation.

5.5.2 Spectrum Sensing

There are two current technologies for spectrum sensing: (1) Conventionally,
spectrum analyzers have been rapidly tuned through a band, with the scan fre-
quency adjusted to provide adequate “dwell” on each frequency bin, but scanning
through all of the channels rapidly enough to be “real time” in terms of the signals
of interest. (2) More recently, analog-to-digital conversion (ADC) has made the
use of the fast Fourier transform (FFT) practical. This sensing technology has the
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advantage that it provides instantaneous analysis of all the frequencies within the
FFT window. Both technologies have advantages, depending on the application,

cost, energy available, and type of resident signal. Table 5.1 illustrates some of the
qualitative advantages of each.

Table 5.1: Comparison of spectrum sensing approaches.

Technology | Spectrum analyzer Wideband FFT
Complexity | Lower complexity if it can Adds requirement for wideband
share receiver components ADC and extensive DSP

Short signal

Low dwell time on each

Higher probability of detecting

components, potentially
shared with the mission
receiver

detection frequency can fail to see short, | short signals, based on duty
pulsed signals. Typical dwell is | cycle of the sensing, which
only microseconds to could reach 50%
milliseconds, and below 1%
Bandwidth | Can scan large ranges of signal | Limitations in ADC constrain
instantaneous bandwidth
Speed Slower, based on dwell time With appropriate filters, sample
on each channel. May be sub-Nyquist to minimize time
difficult to interleave “listen delay and interleaving time.
through” without penalty to These short intervals can be
the node performance compatible with MAC layer
timing
Power Mostly classical analog Digital processing adds to the

inherent analog energy usage

MAC: medium access control; DSP: digital signal processing.

5.5.3 Potential Interference Analysis

We can consider interference in two categories. The first category is direct inter-
ference with ongoing communications of the primary user, resulting in degraded
communication functionality. The second category is interference to the channel
when it is not in use, causing the primary user to think there is something wrong
with the channel or with the equipment.

The first category involves direct interference with the quality of the signal
at one or more layers of the receiver, as shown in Table 5.2. In conventional
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Table 5.2: Interference effects on digital processing layers.

Layer Impact Mitigation
PHY Creation of higher Allow higher layers to resolve a
uncorrected BER short interval of interference
Adjust coding dynamically
MAC Complete and uncorrectable | MAC layer acknowledgment
blockage of a packet retransmits. Blocked RTS are

automatically retried

NETWORK Complete and uncorrectable | Protocol operates effectively
blockage of a packet with missing data. For example,
VoIP can suffer some loss as
long as it is not correlated

TRANSPORT | Network fails to route Transport layer recognizes
packet missing sequence and requests
retransmission

BER: bit error rate; VoIP: Voice over Internet Protocol.

spectrum practice, interference has generally been very quantitatively defined as
the ratio of signal energy to the signal plus interference. Although this definition
is scientific, the regulatory community has extensive filings from spectrum users
demonstrating either extensive additional energy, or minimal energy, often in the
same situation. Unprotected receivers have a cascading effect. Very small errors in
the lower layers can have disproportionate impacts on the upper layers. For exam-
ple, a few short bursts of noise may not impact a voice channel, but if it intro-
duced a 1073 error rate in a digital packet communications link, it would
essentially deny functionality. Similarly, a packet loss rate of 10~ ! might have
minimal impact on the network layer, but could, if timed badly, essentially shut
down a transport layer, such as Transmission Control Protocol (TCP). In contrast,
if cognitive radios are the norm, these same layers can assist by reducing the
unavoidable temporary interference that may occur at lower layers. Table 5.2
shows examples of how the various layers can magnify interference events or can
mitigate the effects. The eventual adoption of interference-tolerant systems creates
an environment in which less conservative practices can be applied, because in the
rare cases when interference is caused, the victim radio can address this locally
without losing its effectiveness.

A second potential source of impact is more subtle. This is the effect of the
use of given spectrum on other (and assumed more primary) users. In this case,
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we contemplate impacts that are short of specific denial of communications, and
that may not be measurable at the product of the communications system. For
example, if a push-to-talk (PTT) frequency is not in use by any transmitter, and
we “borrow” it and thereby cause all of the voice receivers to emit a horrible
shrieking sound as the squelch is broken, we have caused interference to another
communications network. This problem is unique in that it requires us to consider
that the absence of any signal constitutes communications in and of itself, and that
any use of the frequency is therefore interfering with the communications. This
implicit interference is one that cannot be dealt with in the same way as direct
interference.

One way to accommodate the non-quantitative nature of interference is to
consider the evolution of bands shared by cognitive radios. In the initial deploy-
ment of such systems, existing legacy users will be the dominant users of the
bands. These radios were not designed to mitigate the very unnatural effects of
cognitive radio sharing, so cognitive radios may require care and extensive mea-
sures to ensure minimal impact. (An exception may be military radios, which are
designed to have extensive interference tolerance to avoid electronic attack, such
as jamming.) As cognitive radios become the majority, a principle such as “5 mile
an hour bumpers” could be adopted. In this principle, radios would have some
assumed ability to mitigate the effects of interference by using adaptation at all
layers so that they could be tolerant of the less than perfect environment that
extensive use of cognitive radios may create.

This posits the following cascading set of questions:

o If (using 802.11 as an example) I interfere with a single request-to-send (RTS)
message, but you get the next one through, have I interfered with you?

o If [ added Gaussian noise, but it was within your power management capability,
have I interfered with you?

o If [ added some Gaussian noise to your channel, but it was well within
your margin and was within the range of your error correction, have I impacted
you?

Spectrum owners that paid billions for spectrum would certainly say yes to
all of these because it impacted the capability that they could achieve with their
investment, but a community of band sharers may consider it just a cost of being
in a shared band. Measuring spectrum is fundamentally a technical process, but
assessing the spectrum is a much more complex perceptual, legal, and relativistic
process.
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One of the best educations that can be achieved in the analysis of interference
is provided by reading the voluminous filings before national regulatory agencies.
Well-qualified, and (we should assume) honest engineers can take the same set of
facts, apply well-known engineering principles, and can reach diametrically
different conclusions on the simple question of whether a certain emission will
cause interference to another!

5.5.4 Link Rendezvous

When an adaptive radio is first turned on, it faces a unique burden: how to find
the other radios with which it is intended to communicate. Conventional radios
generally have some prior knowledge of frequency, or the frequency is provided
by the operator. In the case of a cognitive radio, no one knows what the best
frequency is until the environment is sampled. This topic is further discussed in
Chapter 8.

5.5.5 Distributed Sensing and Operation

Distributed operations occur when the spectrum awareness problem leaves the
domain of signal processing and enters the realm of cognitive processes. There
are inherent limitations in the ability of any radio to fully understand its environ-
ment. One of the fundamental issues with the idea of radios creating spectral
awareness is that individual radios, typically close to the ground, are subject to a
wide range of propagation effects, all of which appear to be conspiring to maxi-
mally disrupt the radio’s ability to create an understanding of the spectral environ-
ment. The transition from direct to diffracted communications is a major effect
driving uncertainty. Direct propagation follows something like the PHY layers
R? rule, whereas diffracted (non-direct) propagation attenuates at the rate of
approximately the fourth power of distance. The inability of the radio to know
which of these propagation conditions is present affects its ability to sense, deter-
mine interference, and assess the consequences of its own communications. The
propagation of signals involves five parties, including a victim transmitter, victim
receiver(s) (of unknown location or even existence), a cognitive transmitter, a cog-
nitive receiver, and a spectrum sensor (often assumed to be, but not necessarily
located at the Defense Advanced Research Projects Agency (DARPA) NeXt
Generation (XG) transmitter location). A matrix of possible propagation
conditions between these nodes can be developed, with the possible values of
the matrix characterizing the nature of the propagation between each (R?, R*, R*
plus 20 dB multipath fade, etc.).
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At the onset, the cognitive radio has no awareness of how to fill in this matrix,
and so must assume worst-case conditions on each link, which might be:

e R? propagation from the cognitive transmitter to the victim receiver;

e R*plus 20 dB multipath fade from the victim transmitter to the spectrum
Sensor;

e R*plus 20 dB multipath fade from the cognitive transmitter to the cognitive
receiver.

Removal of uncertainty can greatly reduce the power that the cognitive
transmitter can emit with certainty of non-interference to the victim receiver. In
this case, the assumption of multipath cannot be eliminated, but multiple sensors
measuring the same emission can greatly reduce the potential range of the
assumptions that the interference analysis must address. For that reason,
collective sensing, particularly in a mixed direct and diffracted multipath region,
may be essential in allowing cognitive radios to emit appropriate energy levels.
This implies that additional algorithms will be needed to fuse this sensor data
and establish acceptable confidence bounds for the inter-radio propagation
assumptions.

5.6 Channel Awareness and Multiple Signals in Space

The implicit assumption of most spectrum-sharing approaches is that a given
frequency can be used by only one spectrally efficient signal (narrow bandwidth)
at a time. The concept of multiple input, multiple output (MIMO) signaling, first
described as BLAST, has been subsequently generalized and is beginning the
process of commercial exploitation. In MIMO, multiple signal paths create sepa-
rable orthogonalized channels between multiple transmit and multiple receive
antennas. Although this process at first appears to violate Shannon’s bound, in fact
it is only sidestepping Shannon because in theory, each of the reflected

paths is an independent channel. Essentially, this technique turns multipath into
multiple channels [6].

Receivers nearly always benefit from knowledge of the channel. Active equal-
ization, RAKE filters and other techniques exploit this awareness to improve per-
formance at the link layer of the radio. These techniques are invisible to the upper
layers. MIMO provides an important distinction from the traditional modem
design. In the case of MIMO, we use the channel awareness much more architec-
turally, in that we design the links, and potentially the topology of the network, to
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be dependent on this multipath, rather than just tolerant of it. A very large body of
published literature describe MIMO more fully [1-6], and therefore this discus-
sion is not elaborated here.

Certainly MIMO can be implemented without cognitive features; however,
these implementations are incapable of providing an assured level of performance
because the repairability of the channel cannot be known in advance. No amount
of processing can create 10 independent channels in environments that have no
reflective component. However, when we combine MIMO with other spectrally
adaptive techniques, it is now possible to create assured services by balancing the
techniques of spectrally adaptive and spatially adaptive techniques.

Consider the reasoning at the radio and network levels. The radio operates
best (least energy investment per bit) in a clear channel, without the complexity
and induced noise of MIMO techniques. A “greedy” radio would never choose to
be a MIMO radio. It is only when the needs of individual radios are balanced with
the spectrum usage of other devices that the radio benefits from MIMO. Chapter 11
further discusses this from a network perspective, but even from a radio perspec-
tive there are advantages to MIMO when the spectrum available to the radio is
capped. As an example, MIMO is attractive in unlicensed bands, such as used by
802.11, because growth in capability must be achieved within a fixed spectral
footprint.

Spectrum awareness therefore has two components. If adaptive spectrum tech-
niques are permitted, then the spectrum awareness function provides an assess-
ment of the relative scarcity of spectrum resources. This relative availability
measure provides an implicit or explicit metric regarding the cost that the radio
should be willing to pay to achieve the spectrum usage reductions from MIMO.
The other aspect of spectrum awareness is the measure of path differentiation
available from the apertures of the radio. This measure is more specific to the
MIMO algorithm, but in general can yield a metric reflecting the costs and bene-
fits of various degrees of MIMO usage.

Cognitive technology is critical if the radio is to apply techniques more com-
plex than simply utilizing all of its resources to the maximum extent in MIMO
processing. In theory, MIMO provides a linear growth in throughput as the num-
ber of antennas are increased. In practice, the channels between the elements may
be less than ideally separated. Figure 5.4 illustrates the assessment of throughput
versus channel usage for a spectrum- and power-constrained radio. The upper
curve represents the theoretical bound of “perfect MIMO,” and the lower curve
represents a situational assessment that a radio might make, given its ability to
learn the degree of separation. Note that the marginal benefit of channels
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Figure 5.4: MIMO capacity versus
transmit/receive resources. 7

Perfect Situational

decreases while the resource expenditure increases linearly. A cognitive radio
should use its awareness of channel characteristics and spectrum availability to
assess that it has a number of options beyond “‘brute force” to employ its resources.

Taking the data from Figure 5.4, we can create a number of different strategies
that a cognitive radio could consider. Each strategy trades some resources (e.g.,
spectrum, throughput, etc.), but all yield more effective use of resources. (Chapter
11 investigates network layer cognitive approaches that could further mitigate
these choices by use of the network selection of alternative topologies.) Table 5.3
shows some obvious choices between MIMO and spectrum usage. An even more
complex, and potentially beneficial, extension of this approach would be to con-
sider varying the Eb in order to also adapt the channel rate. Even this simple
example shows that an adaptive mix of MIMO and spectrum usage is vastly supe-
rior to each approach applied separately.

The same data can be plotted to demonstrate the flexibility available to a radio
that can adapt its performance across these two exemplar dimensions, as shown in
Figure 5.5.

5.7 Spectrally Aware Networking

The prior discussion treats the PHY layer as a given that must be constructed in
essentially a fixed fashion. Certainly, this is the current practice, as we direct the
link layer to form certain topologies with explicit, and generally fixed, capacity
between each of the modes. In the ignorance of spectrum conditions, this is as
good an approach as any. However, when we introduce the capability to assess the
costs of each link (e.g., amplifier mode, Eb, etc.), we find that these simplistic
notions of the radio’s role fail to fully exploit the options that we can now create.
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Table 5.3: Alternative approaches for mixed spectral and MIMO adaptation.

Channels Throughput/ | Throughput/

used Resources | Throughput | resource channel
Pure 8 X 8 1 8 5.04 0.63 5.04
MIMO
6 X 6 MIMO 1 6 4.49 0.75 4.49
2setsof 3 X 3 2 6 5.68 0.95 2.34
MIMO
2setsof 4 X 4 2 8 7.18 0.90 3.59
MIMO
4setsof 2 X2 4 8 7.80 0.98 1.95
MIMO
8 independent 8 8 8.00 1.00 1.00
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Figure 5.5: Adaptive trades from MIMO and spectrum usage.

These opportunities are somewhat hidden if we approach networking from the
perspective of the technologies that have dominated wired networking because in
a wired structure the capabilities of each link are intrinsic in the topology. Only in
wireless networks can the network dynamically redefine the capability of each
link based on the needs of the network and the availability of resources.
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It is anticipated that early development of adaptive radios will generally result
in “greedy algorithms” that obtain sufficient spectrum for their own needs and are
not cooperative with other spectrum users. It is likely that policy-makers would
force some spectrum churn in order that the spectrum not be filled with first-in
devices that leave no room for new entrants. However, as adaptive devices grow in
use, the opportunity for cooperation is increased, and the ability of the devices to
cooperatively determine networking strategies that are more globally optimized is
presented to the community.

As an example, imagine that we desire to set up a fully adaptive, spectrally
aware cognitive network around the Washington, DC, area. Nodes are distributed
on the ground in density proportional to the population of the region. If we form
the network based on closest neighbor, it would probably tend to route traffic in
and out of the densest areas: into and out of the heart of the city. Although topo-
logically convenient, this network may be unsupportable because it concentrates
both nodes and routed traffic in the same region. A spectrally aware network
might force a quite different organization. This network formation would not
route traffic toward the city; it would route out of the city, around the beltway
(perimeter or ring road for Washington) and back in. This would reduce the peak
spectrum needs in the city and make use of the lower density in the outer regions
for high bandwidth “backbone” communications. This architecture is dependent
on the development of spectrum sensing, automated organization of individual
links, and then the imposition of a global set of objectives for the network that can
be implemented by the distributed nodes.

An unanswered question for research is how similar in technology the network
adaptation is to the link-level adaptation. Because of the policy implications of
spectrum, the link technology has often been driven by the need to comply with
policy, thus favoring declarative technologies, such as reasoning engines. Network
optimization has been a subject of a greater range of technology. The literature
reports a very wide range of techniques, from genetic algorithms, to learning
engines, to declarative solvers as candidate technologies [7-9].

5.8 Overlay and Underlay Techniques

The preceding discussion assumes that communication is organized into discrete
channels that are orthogonal by frequency or time; that is, only a single signal can
occupy a given piece of spectrum at one time. In fact, a number of techniques
allow us to violate this assumption. In the simplest case, the use of one of the
forms of direct sequence spread spectrum (DSSS) offers the ability to transmit
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multiple signals on the same frequency. Although a number of signals can share
the same spectrum, the coding added to each signal results in, at best, a zero-sum
benefit. There are significant reasons to use this approach, but they lie in the
enhanced access control, not intrinsic spectrum usage sharing. Furthermore, the
coordination required to meet the stressing requirements of signal power manage-
ment (to avoid near/far interference) clearly puts many of these technologies in
the medium access control (MAC) layer as much as in the link layer. This chapter
will not further address this technology, although the topic is well developed in
the literature [10-14].

Of more interest to cognitive radio are the techniques that offer the ability to have
signals coexist in space, time, and frequency, without the introduction of coding,
access resolution or mediation, or other mandated control protocols. The US Federal
Communications Commission (FCC) Spectrum Policy Task Force (SPTF) report
[15] describes a general approach, referred to generally as interference temperature.*

The concept of interference temperature created an assurance to band users
that total noise introduced into the band would not exceed a certain spectral noise
temperature, measured as an equivalent radiation temperature. Devices would
have to measure the existing noise temperature and then determine if they could
add more noise (heat in the temperature metaphor) without exceeding the
maximum temperature for the band. This is an important and fundamental change
in the concept of spectrum coexistence in that it has the devices determine their
own effect on the other users of the band and act accordingly, rather than perform
operations to a set limit that was predetermined to have no impact on other users.
Although the algorithms are not necessarily complex, it certainly crosses the cog-
nitive threshold because not only is the radio aware of its environment, it’s behav-
ior is guided by a set of constraints on how its operation is permitted to impact the
environment. Such a regime would inherently resolve the issue of aggregation of
devices that is so much a concern over spectrum sharing.

UWSB is the logical extension of direct sequence beyond the point where the
spectral energy density is considered to be a factor in the operation of other UWB
or narrower band receivers. Currently, two general approaches to this technology
are being developed, one using an impulsive signal that is wideband by the nature
of the step function modulation, and one using very wide spreading codes. For
narrowband receivers (seeing only a fraction of the signal energy and for dura-
tions significantly longer than the pulse width), both appear as Gaussian noise.

“Noise temperature is directly related to spectral noise density by the equivalent black body
radiation.
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Shannon’s limit promises great benefits from using such wideband signaling, and
in the absence of other users, such approaches offer the potential to remove any
need for spectrum management at all. The inherent constraints of UWB limit its
use to very local signaling, or specialized applications. As such, it appears to be
an extension of networking, and thus exists on the edge of the cognitive networks
that are the focus of this chapter.

5.9 Adaptive Spectrum Implications for Cognitive Radio Hardware

Another aspect of cognitive radio operation will be the minimization of channel
interference due to spurious artifacts inside the radio itself. If all components of
the radio are operating in a linear region, then interference avoidance will be
accomplished by the inherent operation of the radio’s interference avoidance algo-
rithms because channels that contain interference generally are not used, thus
avoiding interference to other users. Although little work has been done on miti-
gation of nonlinear effects, it is a critical aspect of performance for wideband,
handheld, energy-constrained devices that must operate in the presence of high-
power neighbors. In this case, the cognitive process can also be utilized to select
frequencies that have the least intermodulation or internal spur artifacts. Such an
approach offers the ability to maintain connectivity performance even with
reduced analog performance, as long as suitable preselector technology is avail-
able. This application of cognitive radio has had relatively little research, and will
not be explicitly addressed further here. A note of interest is that techniques that
were developed to avoid interference to other devices may also have the effect of
providing self-management of internally generated interference as well.

Most of the implications of supporting cognitive radio technology within a
radio have focused on the additional capability required in the radio, and thus the
strong implication that a cognitive radio is inherently more expensive, and thus
limited in application, compared to less capable devices. All other performance
held constant, this implication is certainly true. It is worth investigating the per-
formance drivers for wireless hardware. If we consider a radio, we can partition it
into the analog and digital components. Digital logic is subject to Moore’s Law,
and increasing capability, lower cost, and lower energy are generally available,
just by waiting. For the analog portion, the technology is much more mature, and
it is unlikely that technology by itself will resolve shortfalls with currently avail-
able components. Starting with the radio frequency (RF) front-end, several driving
performance characteristics generally drive energy consumption and cost. A very
cursory summary is presented in Table 5.4.
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Table 5.4: A summary of critical analog performance characteristics.

range with no self-
generated signals

tonal signals that can look
like occupied signals, and
can add noise to received
signals

Metric Meaning Impact Constraints

LNA Intercept | Measures the linearity of | Poor front-end will cause the | Increasing IP has severe
Points the receiver’s amplifier receiver to overload, penalty in energy use,

(11P2, 11P3) generating mixing products | thermal load, and cost
SFDR The maximum dynamic | Spurs appear as (generally) | Reduction in SFDR requires

significant investments in
receiver organization, packaging,
and components

Noise figure

Measure of self-
generated noise in the
receiver

Limits sensitivity to detect
other spectrum users

Lower sensitivity leads to
reduction in the power that can
be transmitted for a given
confidence of non-interference

LNA: low-noise amplifier; SFDR: spur-free dynamic range; IP: Internet Protocol.
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Although minimal research is currently being performed to validate this
assumption, many of these limitations should be amenable to spectrum awareness
and cognitive reasoning. If successful, this approach could reverse the assumption
that a cognitive radio is inherently more expensive than a less “intelligent” one. If
it can be shown that these adaptation technologies and techniques are effective,
then it is possible that a cognitive radio could enable relaxation of analog per-
formance requirements, and thus make a cognitive radio actually less costly than a
less adaptive one.

5.10 Summary: The Cognitive Radio Toolkit

What sets a cognitive radio apart from a conventional radio may be that, in the
end, it fundamentally changes the way we design radios. Ideally, in fact, we would
not design a cognitive radio at all. We would load it with the range of tools dis-
cussed in this and other chapters, and let it design and redesign itself continuously
as both the environment and needs changed. Today, digital communications engi-
neers attempt to system engineer radio operating points in order to draw the best
compromise among competing demands. Because most networks operate within a
relatively static range of characteristics, such operating points are compromises
that are (hopefully) reasonable across the range of operating conditions, but it
would be unreasonable to believe that these points would be optimal in any but a
rare number of situations.

It is highly likely that future networking will continue to move to the adoption
of more and more cognitive technologies. However, if this adaptation is driven by
the needs of fixed networks, it is unlikely to address the unique aspects of wireless
communications. In the wired world, each network link is independent and an
abstraction. In the wireless world, they are an interconnected ecosystem, where
each action by one has some impact on the others. The issues of spectrum decon-
fliction, nonlinear receiver responses, sensing, and the other topics covered in this
chapter have no analogs in the wired world and thus will go unaddressed unless
the wireless community becomes more involved in extending its practice into the
more general networking problem space.
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Appendix: Propagation Energy Loss

Radio waves propagating in free space lose energy over the distance that the sig-
nal travels. This loss of energy is called propagation loss. It is usually measured in
decibels (dB) of loss on a logarithmic scale, in which 3 dB means half as much
power is received as was transmitted, 6 dB means one-fourth as much power,
10dB means one-tenth the power, 20 dB means one-hundredth the power, 30 dB
means one-thousandth as much power, and so forth. Propagation loss may com-
monly range up to 100 dB (one ten-billionth the power received as transmitted) for
practical communication ranges.
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dB = 10Log;o(power)

Free space power loss can be easily understood with the example of a light bulb.
Consider the light falling on the inner surface of a sphere surrounding the light
bulb at a distance 1 m from the light bulb. With that radius, the surface area of the
sphere is A = 4mR*> = 12.566 m?. So the percentage of the light falling on 1 m? is
(1/12.566) = 7.96 percent of the energy transmitted. At twice the distance (or
radius), the surface area of the sphere is four times larger, so the amount of energy
falling on 1 m? is one-fourth as large; in the case of radio wave propagation, that
would be called a 6 dB loss. The antenna of a radio receives the transmitted radio
energy much as the light on an area on the inner surface of a sphere. Therefore, in
free space the power received falls another 6 dB at each doubling of transmitted
distance. Because propagation loss in this condition is proportional to the propa-
gation range squared, this is usually referred to as R? conditions.

Radio waves propagating across the surface of Earth, however, lose energy
more rapidly than in free space. This occurs in part because the signals bounce off
Earth’s surface and back up to the receive antenna, but have traveled a different
distance. At certain distances where the reflected signal has traveled exactly a half
wavelength farther than the signal arriving without a reflection, the signals add
together but at opposite phase and cancel each other, resulting in a very high prop-
agation loss. In addition, trees and buildings absorb and reflect the signal propa-
gating along the surface of Earth as well. As a result, propagation losses along the
surface of Earth increase not as the square of distance, but as the third or even
fourth power of distance, resulting in a 9dB or even a 12 dB increase of propaga-
tion loss per doubling of range. This is commonly called R* and R* conditions,
respectively. To account for the average propagation loss in suburban conditions,
the industry often chooses to average the loss per doubling of range, and refers to
this as R**® propagation conditions.
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6.1 The Promise of Policy Management for Radios

In familiar usage, policies are procedural statements expressing administrative
conventions that are adopted by various organizational entities. The concept of
automatic policy management of resources has its commercial roots in the admin-
istration of information systems and networks. Policy management refers to a par-
ticular approach for automating network management activities by specifying
organizational objectives that can be interpreted and enforced by the network
itself. The automatic application of management policies provides flexibility to
change the configuration of network devices at run-time to satisfy administrative
goals and constraints regarding security, resource allocation, application priorities,
or quality of service (QoS). A “policy engine” is a program or process that is able
to ingest machine-readable policies and apply them to a particular problem
domain to constrain the behavior of network resources.

This chapter concerns the application of policy management to cognitive radio
technology in general, and to spectrum management for frequency-agile radios in
particular. It focuses on what lessons can be learned from prior applications of
policy management to network resource problems. It reviews and leverages previ-
ous standards, research, and commercial implementations for policy engines and
applies them to the architecture and design of policy engines for cognitive radios.

6.2 Background and Definitions

The policy engine is the main inference component that triggers responses to
events that require changing the resource configuration. Often the output of the
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policy engine amounts to configuration commands or authorizations that are
tailored to specific kinds of network devices. In this sense, the policy engine
bridges the gap between domain-specific objectives and device-specific
capabilities. Despite the intrinsic need for interfacing with particular vendor
devices, a popular research trend has been to postulate the policy engine as a
general-purpose tool capable of deductive reasoning based on rules. Seen in
this manner, policy engines are descendents of the rule-based programming
frameworks that were popular in the 1980s. Bemmel et al. [1] describe an
expert system as simulating human reasoning using heuristic deduction rules,
where knowledge is stored as facts and new facts are derived by using a set of
deduction rules.

Much of the research in the area of policy-based networking has focused on
the specification of formal languages for expressing complex policies for various
domains and network management problems. Policies are expressed as sets of
rules about how to change the behavior of the network. Chadha et al. [2] define a
policy to be “a persistent specification of an objective to be achieved or a set of
actions to be performed in the future or as an on-going regular activity.” Carey
et al. [3] explain that “policies are expressed in terms of an event that triggers the
evaluation of a policy rule, a set of conditions that must be met prior to changing
the behavior, and a set of actions that are performed to change the behavior.”

Two trends are evident in the literature: (1) the deconstruction of policies into sets
of conditional rules of varying degrees of complexity, and (2) the use of object-
oriented representations to support machine readability.

Figure 6.1 calls out commonly recognized functions and relations in a concep-
tual architecture for a network policy management system. The interpretation and
application of these functions for cognitive radio networks requires revisions to
this conceptual model, which are explored in this chapter. Evidently, the network
resource is the cognitive radio, and the policy decision point (PDP) and policy
enforcement point (PEP) represent new functions that enable policy management
of cognitive radio networks. The purpose of the PDP and PEP functions are to
interpret policies to control the behavior of the network devices to satisfy both the
users and administrators of network resources.

To implement the policy management architecture shown in Figure 6.1, the
system must monitor real-time network events and trigger the policy engine to
decide how current device states (policy conditions) should be mapped into
desired policy actions that can be quickly enforced by controlling specific device
operations. Carey et al. [3] note that policies allow less centralized and more flexi-
ble management architectures by enabling administrative decisions to be made
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Figure 6.1: Policy management system concept.

closer to where the event and conditions are actually detected. We must examine
how this approach applies to the particular problem of spectrum management for
cognitive radios.

6.3 Spectrum Policy

The usable frequency range of radio spectrum is divided into frequency bands
called allocations for particular types of use. The US frequency allocations are
available online [4]. Within a particular allocation, an allotment is a frequency
channel designated for a particular user group or service in some country. An
assignment is a license that grants authority to a specific party to operate a trans-
mitter on a specific channel under specific conditions. The allotments and assign-
ments are associated with a particular geographic area.

Historically, the allotments for broadcast services have been deconflicted
to ensure that the signal strengths in one area will not create interference for
signals in another area. However, it is not easy to define interference unless cer-
tain assumptions are made about the capability of radio receivers to reject inter-
ference in adjacent bands. Other technical considerations will include uncertain
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propagation characteristics, locations of nearby receivers or transmitters, and limi-
tations of waveforms.

6.3.1 Management of Spectrum Policy

The International Telecommunication Union (ITU) Radiocommunication sector
[5] plays a global role in the management of the radio frequency (RF) spectrum
and satellite orbits. Around the world, RF spectrum is considered a finite natural
resource that is increasingly in demand from a large number of services, such as
fixed, mobile, broadcasting, amateur, space research, meteorology, global posi-
tioning systems (GPS), environmental monitoring, and last but not least, those
communication services that ensure safety of life at sea and in the skies. World
Radiocommunication Conferences (WRCs) are held every 2-3 years to review,
and, if necessary, revise the Radio Regulations, the international treaty governing
the use of the RF spectrum.

Within the United States, the Federal Communications Commission (FCC)
decides spectrum policy for commercial radio communications, and the National
Telecommunications and Information Administration (NTIA) plays a complemen-
tary role for the federal sector. Due to the perceived spectrum shortage resulting
from prior policies and the burgeoning demand, there has been great interest in
rethinking the leasing and allocation of spectrum. The FCC’s Spectrum Policy
Task Force (SPTF) [6] reported in 2002 that “spectrum policy is not keeping pace
with the relentless spectrum demands of the market.” Two recurring recommenda-
tions have been to “migrate from the current command and control model to [a]
market-oriented exclusive rights model and unlicensed device/commons model”
and to “implement a new paradigm for interference protection.” The FCC intends
to facilitate cognitive radio technologies to this end. In particular, the discussion
has often focused on “spectrum enhancing technologies,” including software-
defined radios, leasing certain spectrum bands or “white space,” and sensory or
adaptive devices that could find unused spectrum. For example, to identify unused
RF channels, a cognitive radio might be able to measure an “interference tempera-
ture” for the ambient spectral environment.

Deciding which policies apply to a particular cognitive radio will require
understanding the role the radio is playing for the user of some service at a partic-
ular location. The policy language must be rich enough to express the semantics
of the possible spectrum management policies, and the cognitive policy engine
must be able to automatically interpret and enforce the applicable policies. The
FCC and NTIA are contemplating pilot projects to explore options for encoding
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selected spectrum policies in a machine-readable language. Section 6.4 looks
deeper into these languages.

6.3.2 System Requirements for Spectrum Policy Management

A comprehensive policy management system that could autonomously control
interference created by frequency-agile radios would have to include an extensive
syntactic capability to specify policies and policy engines that can interpret policy
semantics expressing technical concepts such as authorization, frequency bands,
channels, propagation conditions, signals and noise, waveforms, geopolitical
boundaries, geographic locations, dates, times, types of services, and possible
roles for the various radios in the environment.

The policy engine must be able to automatically modify the run-time configu-
ration of the cognitive radio to sense the spectrum environment; to detect other
local radio networks; and to control its own transmissions by adjusting frequency,
power, modulation, signal timing, data rate, coding rates, and antenna.' In sum-
mary, the spectrum policy management system for cognitive radios shall:

. Be distributed across multiple radio platforms with autonomy at the radio level.
. Permit network administrators to determine applicable spectrum policies.
. Represent spectrum policy rules in a machine-readable format.

. Resolve conflicts and inconsistencies in sets of policy rules.

1

2

3

4

5. Designate specific roles and services for each radio.

6. Require authorization for policy changes or updates for radio.

7. Monitor spectrum utilization and detect RF interference.

8. Control run-time configuration of cognitive radios to satisfy spectrum policies.
9. Support heterogeneity and diversity of legacy vendor radios.

10. Support continual growth and increasing complexity of cognitive radios.

6.4 Antecedents for Cognitive Policy Management

The last decade has seen significant research and applications for policy manage-
ment technology in the area of network management. Tacit assumptions about the

'Multiple policy engines—one for the physical layer, one for the network, and one for the user—
are possible; this chapter mainly covers the physical layer policy engine. In addition, there may be
engines for equipment-specific implementation, behavior-specific policies, or other policies.
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design of the Internet and related information technology (IT) infrastructures have
greatly influenced the development of policy management approaches. It is not
surprising that much of the research has focused on the limitations of descriptive
ontologies for web-enabled applications and packet network resources. However,
Kagal et al. [7] rightly caution that reasoning about policies generally requires
application-specific information, forcing researchers to create policy languages
that are bound to the domains for which they were developed.

Chadha et al. [2] have surveyed policy-based network and distributed systems
management approaches that have been the subject of extensive research over the
last decade (see also [8]). The Internet Engineering Task Force (IETF) [9] has
sponsored standardization efforts for object-oriented models for representing policies
as well as a framework and protocols for managing Internet Protocol (IP) networks.

This section examines how well the existing state of the art can be adapted
to support the performance characteristics of radio networks and the specialized
requirements for spectrum resource management. This section draws from govern-
ment projects, commercial applications, academic research, and standardization
efforts that provide a context for designing a cognitive policy engine specialized
for spectrum management.

6.4.1 Defense Advanced Research Projects Agency Policy Management Projects

The Defense Advanced Research Projects Agency (DARPA) has funded research
and development (R&D) efforts that push forward the technology frontiers in the
area of network policy management in general and even the particular application
to spectrum management. This section reviews some of that work that is in the
public domain.

Funding for contractors involved in the DARPA NeXt Generation (XG) radio
communications program [10] has been a very significant, if not the principal, driv-
ing force behind the development of policy management techniques for radios. The
FCC now has complementary projects to define policies for frequency-agile radios.
The XG program followed on the heels of the DARPA Policy-Based Survivable
(PolySurv) communications program, which demonstrated that increased military
survivability and real communication performance gains could be brought about by
downloading dynamic mission policies to automatically manage radio networks.
XG is now focused on system concepts and enabling technology to dynamically
redistribute allocated spectrum in operating radio networks in order to address rap-
idly growing requirements for communications bandwidth. The program goals are
to enable radios to automatically select spectrum and operating modes in a manner
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that increases the survivability of communication networks and minimizes disrup-
tion to existing users.

The DARPA Dynamic Coalitions program [11] has strongly influenced the
technical approach for XG by offering policy representations and policy engines
that support other network management techniques. For example, Phillips et al.
[12] describe constraint-based models and the application of role-based access
control (RBAC) for implementing security policies in the context of Dynamic
Coalitions. Uszok et al. [13] describe a Semantic Web (SeW) language [14] called
KAOoS that has proliferated with support from DARPA. In fact, KAoS was based on
the DARPA Agent Markup Language (DAML) [15], and KAoS has capabilities
that support both the expression and enforcement of policies in a software agent
context. The policy language has always been based on the eXtensible Markup
Language (XML) to support common Web services, but due to shortcomings of the
DAML description logic, KAoS now relies on the Web Ontology Language (OWL)
[16] to represent knowledge about domains and rule-based policies. In the KAoS
environment [17], domain managers act as PDPs and are responsible for adminis-
tering policy for entire domains.

DARPA has also been active in funding more traditional network policy
management approaches for the Next Generation Internet (NGI), and Stone et al.
[18] provide background information that is relevant for policy management of
cognitive radio networks.

6.4.2 Academic Research in Policy Management

This section looks at what a spectrum management implementation might lever-
age from the research community concerning existing policy languages and
frameworks for network policy management. Carey et al. [3] include an overview
of the state of the art in policy languages that addresses access control and
resource management. Rules governing spectrum access can be enforced by a
radio that subjects itself to access control policies. In computer network manage-
ment systems, only users associated with accounts included in an access control
list (ACL) can access the resource. The next enhancement is association of users
with groups and roles, leading to RBAC systems. Spectrum resources are already
assigned to particular radio services, so the cognitive policy engine can process
attributes associated with roles for the radio to provide a context for evaluating
spectrum access control rules. Ideally, we would want users to authenticate them-
selves to the radio and associate different types of authentication with different
roles for the user, the radio, the network, and network resources.
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Strauss [19] describes the requirements and architecture of a policy manage-
ment system based on the IETF script management information base (MIB) infra-
structure. An MIB is a device-specific database for remotely managing a network
resource using the Simple Network Management Protocol (SNMP) based on IP
communications. Most IP-capable devices support an MIB that provides a standard
interface to monitor and configure the device. For the cognitive radio, we could
envision a “spectrum MIB” with a standard interface supported by an underlying
device-specific mechanism to actually configure the network elements. Strauss [19]
used this approach to implement network QoS control with the Jasmin Script MIB
agent [20]. In this case, the policy engine is just the Java run-time engine
executing policy scripts supported by policy-class libraries for different device
capabilities.

Ponder is a different policy management framework that includes a relatively
mature policy language with a suite of tools and source code that has been freely
available to download from the Internet [21]. Ponder tools support administration
of domain hierarchies, positive and negative authorization policies, delegation
policies, and event-triggered condition-action rules. Dulay et al. [22] describe how
to use the Ponder framework to encode, disseminate, and process security and
management policies for distributed applications. In fact, Ponder would be an
initial starting point for developing an administrative toolkit that could be used
to specify, compile, maintain, and disseminate spectrum policies for cognitive
radios. It integrates with a domain server and supports role abstractions that could
be used to manage spectrum policies for multiple communications services that
might eventually be supported by cognitive radios.

Ponder has been well tested in various applications [23], and “back-ends” (i.e.,
application-specific PDP and PEP functions) have been implemented to generate
firewall rules, Windows access control templates, Java security policies, and obli-
gation policies for a policy agent. The Ponder language for representing policies
has been described as a declarative, object-oriented language that can express both
“obligation” and “authorization” policies [24]. To be specific, Damianou et al. [23]
explain that “policies define choices in behavior in terms of the conditions under
which predefined operations or actions can be invoked rather than changing the
functionality of the actual operation themselves.” Obligation policies are defined as
“event-triggered condition-action rules that can be used to define adaptable man-
agement actions,” and authorization policies are “used to define what services or
resources a subject (user or role) can access.”

The policy research community in general is particularly concerned about the
difficult task of analyzing the meaning of groups of policies to determine the
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implications for particular agents and resolving possible conflicts between poli-
cies. Even if spectrum management objectives are clearly stated in a policy, the
implications for device configurations or required actions are not always obvious
in practice. For example, consider a long-standing policy that authorizes a particu-
lar frequency band for some type of messaging service, and specifies service-
specific protocols for users to share airtime. Suppose a newer policy for cognitive
radios specifically authorizes a class of cognitive radio users to share an overlap-
ping band of spectrum subject to different limitations on availability of channels
for legacy users. Is it clear what the airtime restrictions are for a particular cogni-
tive device that performs a similar type of messaging using the legacy channels
and protocols? Which rule takes priority, or must both usage restrictions be
observed by the cognitive radio? Do permissions take precedence over prohibi-
tions? Policy refinement is the process of deriving lower-level, more specific poli-
cies that the device can enforce in order to completely meet the requirements of a
group of management policies.

Damianou et al. [24] describe other problems with policy refinement, and
Ponder provides tools for policy analysis and refinement to assist administrators
in detecting and resolving policy conflicts. In particular, Ponder supports the
introduction of priorities and preferences. A simple method to resolve policy
conflicts for a device is to assign explicit priorities to every policy so it is clear
which policies overrule others. Locally, rules can be prioritized for the device in
order to reflect local management priorities, such as ensuring that efficiency is
more important than reliability, or vice versa. For a specific device, sets of rules
are also ordered by update times, particularly if partial updates of the rule base are
accepted practice. DAML relies on update times as well as numeric priorities to
determine priority [24].

Stone et al. [18] suggest the idea of differentiating policies “by their granular-
ity, such as the application level, user level, class level, or service level,” and
letting spectrum managers designate certain mission-applications for priority.
Hierarchical policy management and domain groupings provide another degree
of flexibility, permitting a PDP to branch beyond the linear ordering of priorities.
The device may give priorities to policies originating within a more local domain,
given an inheritance hierarchy. Similar to the manner in which federal policies
overrule state policies, Uszok et al. [17] anticipate a “policy harmonization”
process that invalidates portions of the lower-priority policy to resolve the con-
flict. Decisions about how a PDP should handle inheritance must be made at the
time that the policy hierarchy is established. In addition, these decisions should
belong to the human realm of policy administration. Experience tells us that it

193



Chapter 6

takes a human judge to decide how to invalidate portions of state policies to elimi-
nate conflicts with federal rules.

Another way that a PDP can handle nonlinear priorities and resolve conflicts
and ambiguities between overlapping rules is to permit the specification of “meta-
policies” constraining the interpretation of groups of policies. For example, Kagal
et al. [7] describe another policy language, Rei, that supports meta-policies for
conflict resolution. Rei was designed for general application and permits domain-
specific information to be added without modification. Tonti et al. [25] provide
a comparison of the capabilities and shortcomings of KAoS, Ponder, and Rei,
rendering a valuable perspective of the various approaches.

Clearly, the techniques for resolving policy conflicts could be a fruitful area of
research for a long time to come. As far as spectrum management is concerned, it
appears that the research community has already done enough work to get started
expressing FCC policies in a machine-readable format. A number of abstract pol-
icy languages already exist, and the task ahead is to introduce terminology that is
directly applicable to spectrum management and the cognitive radio domain. The
challenge will be to come up with a reasonably useful and self-consistent rule
base for cognitive radios that does not present an opportunity for litigation about
the meaning, implications, or applications of the rules.

6.4.3 Commercial Applications of Policy Management

This section examines what can be learned from commercial products that could
be useful for designing cognitive policy engines. No one will be surprised to dis-
cover that such major network vendors such as Cisco, Nortel, and Lucent Techno-
logies have already developed policy management products to support
administration of local and wide area networks (LAN and WAN).

Damianou et al. [23] indicate that Lucent has used a Policy Definition Language
(PDL), similar to Ponder, to program Lucent switching products. PDL “uses the
event-condition-action (ECA) rule paradigm of active databases to define a policy as
a function that maps a series of events into a set of actions.” This approach is inter-
esting because in addition to policy rules, there are policy-defined event proposi-
tions that allow groups of simple events to trigger more complex events.

Nortel [26] advertises its Optivity Policy Services with system components
consisting of a policy server, management console, directory server, and policy-
enabled network components. This distributed IP network architecture interoper-
ates using Lightweight Directory Access Protocol (LDAP), Common Open Policy
Service (COPS), and Command Line Interface (CLI). The administrator is
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required to select from a number of predefined policies (i.e., “if condition, then
action” rules) that relate to the roles of various network devices identified in the
directory server. The policy server then issues COPS or CLI commands to config-
ure devices such as routers, IP telephone gateways, and firewalls.

Damianou et al. [23] observe that a common component of commercial tools
is a graphical user interface (GUI), which typically allows the administrator to
visually select a network device or other managed element from a hierarchically
arranged tree-view of policy targets, and specify the policies in the form of “if
conditions, then action rules for the selected targets.”

What comes across in all the commercial examples is that the network devices
must be designed to support policy rules that can configure their behavior by some
mechanism. The sophistication of the devices determines the nature of the interface
with a policy server that either directly issues device configuration commands,
supports a COPS dialog to make policy decisions for the device, or disseminates
defined policies that are recognized by the device. Ultimately, the nuances of the
policy language seem to be relatively unimportant compared to the sophistication
of the network devices.

6.4.4 Standardization Efforts for Policy Management

The proliferation of vendor architectures for policy management of telecommuni-
cations networks has motivated the IETF to address standards for interoperability.
Using the Policy Core Information Model (PCIM), Moore et al. [27] begin the
process of standardizing policy management terminology and representations of
network management policies to provide an accepted framework for vendor-
specific implementations.

To what extent can these standardization efforts be applied to policy engines
for spectrum resource management for cognitive radio operations? Initial cogni-
tive radio implementations will necessarily focus on radio-specific features, and as
the technology proves successful, the focus will extend to larger radio networks
rather than individual radios. The IETF policy domain is already oriented toward
management of large-scale telecommunications networks, with the goal to assist
human network administrators to define machine-readable policies and architec-
tures for the automatic control of network resources. The cognitive radio is analo-
gous to a particular network device.

Snir et al. [28] envision a physical network architecture in which the PDP
translates abstract policy constructs into configuration commands for multiple
devices (e.g., a router, switch, or hub) where policy decisions are actually
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enforced (i.e., PEP). Although there may be compelling arguments for the archi-
tectural assumption that one PDP services multiple PEPs in the case of high-speed,
high-reliability network architectures, this is not so clear for the cognitive radio
application. Stone et al. [18] point out that an underlying assumption of PCIM is
that policies are stored in a centralized repository, and the PDP is the entity in the
network where policy decisions are made using information retrieved from policy
repositories. When the PEP requires a policy decision about a new flow of traffic
or authentication, for example, “the PEP will send a request to a PDP that may
reside on a remote server.”

Moore et al. [27] indicate the PCIM standard fits into an overall framework for
representing, deploying, and managing policies that is being developed by the
IETF Policy Framework Working Group. In Figure 6.1, the link between the PDP
and PEP has two characteristics: (1) it needs to operate in near real-time for
timely enforcement decisions and (2) it is conceived to be a query—response dia-
log. For the cognitive radio application, due to concerns about link reliability and
bandwidth, the first assumption is tenable only if the PDP and PEP functions are
colocated on the radio platform. Furthermore, the query—response design is also
very natural, given the prevalence of client—server and three-tier database transac-
tion architectures in the Internet. In fact, two important Internet applications for
policy management involve access control (i.e., security) and admission control
(i.e., QoS), and both involve permission. However, there is no reason to assume
this Internet design is optimal for a cognitive radio application in which the PDP
and PEP functions are colocated.

In PCIM, the policy-controlled network is modeled as a state machine, in
which policy rules control which device states are allowed at any given time. Each
policy rule consists of a set of conditions and a set of actions. Policy conditions are
constructs that can select states according to complex Boolean expressions. Policy
actions are device behaviors, such as selecting or prohibiting certain frequency
bands, bandwidths, protocols, coding, or data rates. When events lead to certain
conditions, then certain actions can or must be performed by the device (depending
on whether the actions are obligated or simply permitted for the device).

Bemmel et al. [1] describe these policy rules as examples of ECA rules, by
which changes within a system or the environment trigger adaptation of the sys-
tem’s behavior. Such systems are called event-driven, and many programming lan-
guages and environments support compatible software development techniques.
For example, in the Microsoft Windows® architecture, events are basically mes-
sages that are routed between processes called event handlers. Unfortunately, if
the policy rules were coded in this familiar manner, the component’s behavior
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would basically be hard-coded when the program is compiled. We need a more
flexible way, however, to bind actions to the event handlers at run-time for example,
Java Remote Method Invocation (Java RMI) or Common Object Request Broker
Architecture (CORBA).

The PCIM defines class representations and abstract attributes for policies, but
not the algorithms or design of the policy engine. Figure 6.2 depicts the ontology
for the object-oriented design of policy classes in the PCIM. Policy rules are
aggregated into policy group classes. These groups may be nested to represent a
hierarchy of policies. Although retaining all the same attributes of the policy
classes is not particularly important, a similar class diagram will be suitable for
representing policies for the cognitive radios.

Policy

Common Name : string

Policy Rule
Policy Keywords : string v

Enabled : unit 16
Z% Condition List Type : unit 16

Rule Usage : string
Priority : unit 16
Policy Group Madatory : boolean

Sequenced Actions : unit 16
Policy Roles : string

— 1

Policy Condition Policy Action

Policy Time
Period Condition

Time period : string
Month of Year Mask ﬁl Z%
: octet string

Day of Month Mask Vendor Policy
s octet string Vendor Policy Action
Day of Week Mask Condition
: octet string Action Data [] :
Time of Day Mask : string Constraint [] : octet string octet string
Local or utc time : unit 16 Constraint Encoding : string Action Encoding : string

Figure 6.2: Unified Modeling Language (UML) diagram for PCIM policy classes.

One important attribute of the policy rule is the ability to associate a “role” for
the radio. The policies (e.g., assigned frequency bands) for land mobile radios
(LMRs) are different from those for air traffic control (ATC). Moore et al. [27]
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stress that rather than configuring—and then later having to update the configura-
tion of—hundreds or thousands (or more) of resources in a network, a policy
administrator assigns each resource to one or more roles, and then specifies the
policies for each of these roles. The policy framework is then responsible for con-
figuring each of the resources associated with a role in such a way that it behaves
according to the policies specified for that role. When network behavior must be
changed, the policy administrator can perform a single update to the policy for a
role, and the policy framework will ensure that the necessary configuration
updates are performed on all the resources playing that role.

6.5 Policy Engine Architectures for Radio
6.5.1 Concept for Policy Engine Operations

This section begins to synthesize a concept for how the cognitive policy engine
will operate. Section 6.4 shows how network policy management systems operate
in a distributed fashion with administrators using policy languages to express
network objectives, policy servers that act as PDPs deciding how to configure
devices to achieve these goals, and policy-enabled devices that are configured to
enforce the policy (i.e., PEP). The spectrum management objectives for the cogni-
tive radio are slightly different than network access and resource control, for
which the primary goals are security and network application performance. The
primary interest here is ensuring that the frequency-agile radio is utilizing avail-
able spectrum resources in accordance with regulatory licenses and prohibitions
while acting as a good neighbor to avoid interference with other users. So there is
a need to distinguish between a PDP that can optimize global network perform-
ance, and a PEP that configures the cognitive radio to obey locally enforceable
policy constraints. In other words, the cognitive policy engine is responsible for
device configuration.

The relationship between the PDP and PEP functions is also different for the
cognitive radio. Carey et al. [3] describe a typical network policy management
dialog in which events detected by the device cause the PEP to formulate a
request for a policy decision and send it to the PDP (usually a policy server), such
as when Resource ReSerVation Protocol (RSVP) is employed by a user applica-
tion to advertise its QoS requirements. COPS may be used as a policy transaction
protocol between the PDP and PEP for transporting the policy requests and deci-
sions. The PDP returns the policy decision and the PEP then enforces the policy
decision and responds to the RSVP from the user-application accordingly.
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In our concept, the cognitive policy engine will perform both PDP and PEP
functions for the radio using local platform resources. The operation will generally
accord with Figure 6.1, and involve the steps shown in Table 6.1. There is no neces-
sity for radio device functions to request a policy decision from the policy engine
because the policy engine is already responsible for enforcing the policy on the plat-
form. As shown in Figure 6.1, the policy functions (PDP and PEP) act to monitor
and control the radio platform to satisfy any policy constraints or obligations.

Table 6.1: Concept of operation for the cognitive policy engine.

Step 1 The policy engine receives a download of policies to be observed by the radio.

Step 2 The policy engine determines what information to monitor on the radio
platform (e.g., location, time)

Step 3 The cognitive radio provides the requested situation data (e.g.,
location, time) to the policy engine as required

Step 4 The arrival of new information is an event triggering some processing of
policy rules

Step 5 The policy engine formulates applicable constraints on spectrum usage for
the radio

Step 6 The policy engine configures the radio to observe spectrum constraints and
perform obligatory activities (e.g., communication protocols)

Step 7 The cognitive radio operates within defined constraints and performs
obligatory activities

Step 8 The policy engine performs any obligatory hierarchical reporting activities
for network management

If we assume the cognitive radio is administered by a central policy authority
in a domain that recognizes the capabilities of the particular cognitive radio and
disseminates all enforceable policies directly to the cognitive radio, then the
complexity of the policy engine can be reduced. For example, the policy engine
does not have to determine whether the policies can be enforced on the platform.
Any ECA rule sent to the platform could (but not should!) even be compiled and
executed by a Java engine on the radio.

In the case of radio networks, such as an Internet community, no centralized
authority will own all of the resources. It will not even be possible to guarantee
efficient connectivity among the worldwide users of cognitive radio technology.
Feeney et al. [29] argue against a centralized policy administrative authority in
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cases of great organizational diversity, and propose a concept of operations with
hierarchies of policy authorities. This approach reflects a real-world community
of users, but it leads to the possibility of policy conflicts that must be resolved
among organizations. These conflicts must be resolved at the network level, and
the cognitive radio should not be forced to handle this difficult problem.

6.5.2 Technical Approaches for Policy Management

This section proposes a technical approach for designing the cognitive policy
engine to satisfy the concept of operations presented so far in this chapter. We
look first at what must be done to design the policy language and then examine
alternatives for the technology behind the policy engine.

Multiple approaches for policy specification have been proposed that range
from formal policy languages that can be processed and interpreted easily and
directly by a computer, to rule-based policy notation using an if-then-else format,
to the representation of policies as entries in a table consisting of multiple attrib-
utes [30]. This chapter has already looked at alternatives, including the compiled
policies of Ponder, Java scripts supported by interpreted classes, KAoS with its
OWL semantics, RBAC, Rei, and PDL.

Whatever language is selected, the syntax will have to be extended to support
the technical jargon of spectrum policy with such attributes as frequency bands,
channels, propagation conditions, signals and noise, waveforms, geopolitical
boundaries, geographic locations, dates, times, and types of services. The language
should support authorization and obligation policies, and roles for the various
radios in the environment. In addition, the language should make a clear distinc-
tion between management policies and the resources and activities being managed
[31]. The plan from the beginning should consider eventual “use of domains as a
means for grouping resources with dependencies reflecting both hierarchical inter-
actions (e.g., control of resources, authority delegation to subordinate managers)
as well as peer-to-peer interactions (e.g., negotiations between peer managers to
prevent/resolve management conflicts)” [31].

Looking forward, the ontology should support standardization efforts for mul-
tiple vendors of cognitive radios, even though it will likely be redesigned in the
future. For this reason, we should eschew compiled and interpreted languages,
and start with the flexibility provided by SeW languages such as OWL. Then the
ontology will be built up as capabilities and understanding increase over time.

The choice to start with a SeW language does not exclude the use of compilers
and interpreters; it just focuses this technology on the implementation of actions
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and behaviors with processes named in the policies. For example, useful radio
protocols should be named in the ontology, and policies relating to standard proto-
cols should be defined. As more device-specific actions are represented with new
terminology, the generality of the policy architecture will decrease because the
language must support increasingly complex and specialized actions for proprietary
device behaviors [32]. Another shortcoming of this approach is that the policy engine
and ontology have difficulty reasoning about complicated, composite behaviors.
Selecting the right balance between generality and specificity in referencing cog-
nitive radio behavior is an area for further research that need not obstruct initial
efforts to create a spectrum policy language for the policy engine.

For policy engine development, there are also several approaches to consider.
Note that the engine itself need not internally use the policy language as its input,
because the policies can be interpreted when they are downloaded to the cognitive
radio. Named behaviors can be bound in the radio to specific procedures and algo-
rithms. For example, a compiler or just-in-time interpreter can create “tokens” from
the input and link together whatever processes or logical structures are used inter-
nally to the cognitive radio.

Turning to the technical approach for the cognitive policy engine, it is impor-
tant to recognize that the policy engine will be performing both PDP and PEP
functions on the same platform. The concept of operation proposed here is that the
policy engine will be responsible for both interpreting and enforcing spectrum
policies, as well as monitoring platform events to trigger changes in the configura-
tion of the radio functions. Again, according to Figure 6.1, the functional interface
between the policy engine and the radio platform is defined as a relationship of
monitoring and controlling the radio. This is the situation shown in Figure 6.3(a).

Figure 6.3: Alternative policy Statys
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Policy Configuration Control
Regulatory
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An alternative approach characterizes the purpose of the interface as validating
that the operation of the radio complies with all relevant policies. This situation is
shown in Figure 6.3(b). Uszok et al. [17] argue that the interface between a PEP and
a native environment can be standardized to answer the question “is a given action
authorized or not?” This approach posits a query-response dialog between the pol-
icy engine and the native device. Thus the policy engine explicitly polices actions by
the radio, requiring the radio to create objects that describe proposed actions so that
the policy engine can pass judgment on whether the action is permissible.

Some involved parties (but not members of the FCC) have publicly voiced the
opinion that validation is the only technical approach that will support certification
of a frequency-agile radio by the FCC. Were this opinion correct, the policy engine
architecture would have to combine both functions in Figure 6.3. Function (a) per-
forms vendor-specific configuration and control of a proprietary device and func-
tion (b) certifies policy compliance based on names for generic behaviors. In the
latter case, the policy engine can have only a partial understanding of the device’s
proprietary behavior. This leads to requirements for default authorization policies
in which actions that are not defined in the policy language should generally be
denied, or are assumed to have been deemed permissible when the radio platform
was certified by the FCC.

The technical approach presented here for the cognitive policy engine starts
with configuration rather than validation. The emphasis is on supporting obliga-
tion policies and ECA rules in addition to authorization policies typical of security
platforms. As Stone et al. [ 18] state, “a policy specifies what action(s) must be
taken when a set of associated conditions are met.” Bemmel et al. [1] consider this
policy-based approach with ECA rules to be “useful in cases when a controlled
part has many choices/options and a controller intervenes, enforcing a choice in
accordance with a particular policy goal.” This seems to be the likely situation,
as cognitive radio technology will increase in agility over time.

An important part of this approach at both the device level and the network level
is status monitoring. According to Lee et al. [33], “Feedback is a critical part of the
process where monitoring activities by the management system lead to changes in
the low-level policies.” This permits the policy management system to adjust the
radio according to changes in demand for bandwidth or interference conditions.

6.5.3 Enabling Technologies

This section completes the examination of what particular technologies will be
required to implement this technical approach. Carey et al. [3] summarize two
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challenges for cognitive policy management: “Currently policy-based management
suffers from fragmentation of approach and there is no commonly accepted policy
language and no common approach to the engineering of policy based systems.”

Regarding the technology behind the policy engine, Khurana and Gligor [34]
approach the problem by modeling the network as a state machine and using pol-
icy to place limitations on the state transitions that are allowable at any given
time. Any model for the cognitive radio that is internal to the policy engine will
tend to become more complex and specialized over time. The same issue arose
with the increasing specialization of the policy language over time. More R&D
will determine whether this requires a custom design for the policy engine that
is matched to the radio’s capabilities.

The state transitions in the model can occur only when the constraints are
satisfied, and this may require logical deductions at some point. Damianou et al.
[23] note that logic-based policy languages have a well-understood formalism that
is amenable to analysis. For example, a policy engine supporting RBAC can be
implemented in the Prolog language because the policy constraints are equivalent
to restricted first-order predicate logic (RFOPL) statements [35]. Kagal et al. [7]
say that the Rei policy engine was developed in Java and used Prolog as a reason-
ing engine. Stone et al. [18] summarize the situation: “One clear method is to use
formal logic to represent network policies. Although this method would make
conflict detection much easier with the use of existing theorem-provers, most net-
work policy implementers are not as comfortable with this representation.”

The policy engine behind KAoS is an online theorem-prover that permits logi-
cal reasoning about domains and policies [17]. The enforcement mechanisms are
Java classes that are specific to a resource platform, but capable of interpreting
and enforcing policies from the PDPs. The Java Theorem Prover (JTP) [36] sup-
ports queries consisting of properties defined in a given namespace and selection
of all possible values. The JTP will also provide a response regarding whether a
given assertion is true. For conditional policies, JTP can store a state consisting of
certain assertions that are true. These assertions can be removed when the condi-
tion is determined to be false by the radio or event monitor.

Another area for R&D is motivated by Carey et al. [3]: “Problems with policy
decomposition and hierarchical translation still present difficulties.” Damianou
et al. [23] characterize the situation: “Despite significant efforts in developing dif-
ferent policy specification techniques, the ability to refine such goals into concrete
policy specification would be useful. Policies can be used to support adaptability
at multiple levels in a network.” “Research is needed on defining interfaces for the
exchange of policies between these levels. It is not easy to map the semantics of
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the policies between the different levels.” The basic problem is that the higher-
level management applications “will not be aware of the network components and
cannot specify policies to be interpreted by them” [23].

At this time, the need for extensive logical reasoning capabilities in the policy
engine has been oversold, particularly at the level of the device. Whenever a
problem requires complex reasoning, it is generally solved with a special-purpose
algorithm or application. Two techniques are now available for use to help resolve
ambiguities in the rule base. First, policy rules can be associated with a priority
value to resolve conflicts between rules [24]. Second, “meta-policies” are policies
about policies, and may be used to detect semantic conflicts between policies [3].
Kagal et al. [7] describe this capability in Rei.

6.6 Integration of Policy Engines into Cognitive Radio

In the end, the integration of the policy engine into the cognitive radio is primarily
an issue of software system engineering. The process will involve deriving a com-
plete set of software requirements from the system concepts; defining a software
architecture that is compatible with the cognitive radio platform software architec-
ture; defining the software interfaces; and designing, coding, and testing the soft-
ware components. Some assumptions must be made about the software architecture
and application-programming interface (API) provided by the services on the host
platform. This section, for example, makes the assumption that the first cognitive
radio implementation will likely evolve from the efforts of the Software Defined
Radio Forum (SDR Forum [37]). It begins with platform integration issues and
then moves on to issues related to integration into a policy-managed network.

6.6.1 Software Communications Architecture Integration

The Joint Tactical Radio System (JTRS) JPO defines the Software Communica-
tions Architecture (SCA) based on CORBA middleware [38]. The SCA is a lay-
ered architecture with well-defined APIs for integration with new applications
(called components). The applications are supported by a core framework that
provides interfaces for exchanging information, controlling software processes,
configuring the platform, and accessing files. The policy engine will be another
component in this architecture supported by the core framework with interfaces

to other components. One of the most important architectural considerations is the
definition of the interface between the policy engine and software environment of
the radio.
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The policy engine can be divided into three main policy management func-
tions: policy service, policy decisions, and policy enforcement:

e The policy service maintains the policies that are downloaded to the radio frame
by a policy authority, and it requires an external network interface communica-
tion. The policy service also performs any necessary policy life cycle manage-
ment operations, such as parsing the policy language, keeping track of whether
policies are enable or disabled, and removing policies if they become obsolete.

e The policy decision function fulfills the requirement that the device have a local
PDP. To make these decisions, it needs information about the communication
conditions and spectrum events in the radio environment. Thus, it must inter-
face to some kind of status monitor that can report conditions and real-time
events that require a policy decision.

e The policy enforcement function acts as the PEP for the device, and it needs a
control interface to constrain the radio’s behavior and perform any obligated
actions demanded by policy.

Figure 6.4 shows how the policy engine functions are integrated into the SCA
environment by creating the necessary functional interfaces. The coupling
between the policy engine and the radio will be rather complex because there is
likely to be a big gap between abstract policy syntax and names, and because of
the detailed design of the radio software functions and interfaces. At least one of
the interfaces should be relatively simple to accomplish. The radio is already
capable of network communications, presumably through an API for data

Figure 6.4: Software Cognitive Radio
design for policy
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input/output (I/O), and a policy network interface can be implemented by software
that will interact with the SCA to securely download policies to the policy server.

The policy enforcement interface will be more complicated because the policy
actions will not generally correspond to particular controls for the attributes of the
waveforms that are being transmitted by the radio. The waveform control interface
must interact with the SCA waveform components to bridge this gap between
behavior specifications and control parameters. Depending on the type of policies
that will be enforced, it is likely that the waveform component may have to be
adapted to be “policy-enabled.” This adaptation would likely involve exposing
new API methods that were designed to support the actions required by the poli-
cies. For example, the waveform control interface will have to communicate any
limitations on transmission frequencies and power levels, limitations on protocols,
or times when transmission is permitted.

What is entirely new is the spectrum component, which is the focus of the status
monitor. The spectrum component will require signal-processing capabilities to
determine channel occupancy and any other information about radio conditions and
events that will be necessary to evaluate the ECA policy rules. The status monitor
interface must be able to “observe” the radio operation and its spectrum environ-
ment and maintain information about the state of the device. It will have to notify
the policy decision function about any relevant changes to the state that may trigger
policy rules. This functional interface must aggregate digital signal processing
results into higher-level event objects and provide event notifications to the policy
engine. Because the events and conditions of concern depend on the policy specifi-
cation, the policy engine must inform the status monitor what radio and spectrum
attributes and conditions to observe, and what kind of notifications to return for con-
sideration by the policy engine. Examples of the types of data that may flow across
this interface are current frequency band, current geographic location, current time
or data, and the communication roles of the radio in the network.

6.6.2 Policy Engine Design

Having discussed the external software interfaces for the policy engine, this sec-
tion now looks deeper into the internal functional design of the policy engine by
looking at what others have done, proposing a top-level design, trying to define
software requirements, and building up a detailed design introducing new func-
tionality as necessary.

Montanari et al. [39] describe a useful programming environment called
POEMA (Policy Enabled Mobile Applications), which gives one example of
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designing policy-based “middleware.” Boutaba and Znaty [31] insist that a policy
engine design must have three logical components: execution engine, situation
matcher, and observer. The observer is responsible for defining the situation in
terms of “‘combinations of the values of observables (an attribute of some object
which has a value which can be measured) and times of observations.” The situa-
tion matcher makes policy decisions by “matching the observed state of the sys-
tem with stored situation specifications” that correspond to the policy conditions
and policy events discussed previously.? “The language used to express situations
must be able to represent observables and provide operators for obtaining the
value associated with an observation, and the time an observation was made” [31].
The execution engine operates on an ‘“‘algorithmic block™ (i.e., policy action) and
produces a “sequence of instructions” that the policy enforcement function dis-
cussed previously will use to control the radio.

Figure 6.5 offers a tentative functional design for the cognitive policy engine.
Due to the importance of the status monitor interface for the policy engine, it is
included in the figure because Boutaba and Znaty [31] consider it to be an integral
part of the policy engine. Note that two types of policy actions are produced by
the policy decisions function. Stone et al. [18] remark that “Policies can be trig-
gered in two ways, either statically or dynamically.” “Static policies apply a fixed
set of actions in a predetermined way according to a set of predefined parameters

Figure 6.5: Functional design
for policy engine. Active

ECA Rules
Filter by Condition Parse
Syntax

Policy
3 . Semantics
Constrain Trigger
Action Change

Policy Policy
Policy Events Conditions
Actions

Action Behavior Waveform Spectrum
Semantics Synthesis State State

2The situation matcher may be implemented with a variety of technologies, ranging from complex
Boolean specification, to fuzzy logic, to neural nets, or even a Markov model.
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that determine how the policy is used.” In other words, these are ECA rules with
no policy events to trigger a change in policy. “Dynamic policies are only
enforced when needed, and are based on changing conditions ... actions can be
triggered when an event causes a policy condition to be met” [18].

Some lessons about software design that have been learned from prior efforts

to prototype a policy engine are informative. Strauss [19] lists some useful design
requirements for a policy management engine, which are adapted to the cognitive
radio application and listed here without further comment.?

1.

A policy condition must allow read access to variable attributes in a way that
the policy action can reference those attributes that matched the condition and
the attributes of the event that triggered the rule. Thus the run-time system
must bind variables to instances when passed to the condition and action.

There must be a construct to specify the value space in which the free variables
of conditions are evaluated that span all instances within a certain table or all
instances of a class.

. A class that models a certain object must support accessory methods that allow

a policy to retrieve and manipulate an element and support computations. This
is not a requirement for the policy engine architecture itself but for the design
of interface.

. Three types of time events may be required: Periodic events that trigger contin-

uously for a given period, calendar events that trigger periodically at points in
time specified by calendar-type attributes, and one-shot events that trigger
exactly at a point in time specified by calendar-type attributes.

Another type of event is based on the reception of external notification, like such
as state reports, and these must be mapped to specific events. Details of the initi-
ating notifications should be accessible through accessory methods of the events.

. The policy run-time engine must support a mechanism to report errors and

optional tracing/debugging information so that users can monitor the policy
engine and the authors of policies can test and debug their policy codes.

. The access to variables in conditions and actions may fail, and the policy run-

time engine must be able to handle these situations in a way that policy code
can catch the error conditions and bring the variable to a determined state.

3 Any errors in adaptation are the responsibility of this author.
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8. It must be possible to store and execute multiple policies independently. Their
codes must not share any name space.

9. A security mechanism is required to differentiate which users have access to
which roles on which policies (build on the existing SCA security component).

10. The notation of policies should remain declarative as much as possible, but
the programmatic policy system has to implement complicated actions with
code instead of just the goal.

11. It should be possible to avoid redundancy in a way that policies or policy
groups sharing rules and rules-sharing conditions or actions can be built by
referring common code instead of copying code fragments to increase
reusability and avoid some errors.

12. The policy engine should be able to pass arguments to policies when they are
activated by conditions based on messages or shared memory to reduce
redundancy.

6.6.3 Integration of the Radio into a Network Policy Management Architecture

Once PDP and PEP functionalities are accommodated in the policy engine, the
first question concerns what can be gained by embedding the cognitive radio in
networked management architecture. The discussion of the policy service func-
tionality makes it clear that, at a minimum, the network policy architecture needs
to be concerned with policy dissemination. As Stone et al. [18] put it, “Communi-
cation is needed to and from the policy repository.... In many proposals the policy
repository is a directory, and therefore the appropriate access protocol would be
the Lightweight Directory Access Protocol.”

Of course, the actual “minimum” must do a little bit more. There must be
some kind of secure authorization to download policies to the radio. One way to
handle this is to architect the cognitive radio in such a manner that the only way
to update the policy database is to physically wire a connection to a special inter-
face, thus relying on physical security to ensure the integrity of the policy data-
base. This makes it very tedious and inconvenient to update the policy database,
however, particularly if a large number of radios are involved.

Since the purpose of the radio is to communicate, it makes sense to rely on net-
work communications for policy updates. Sheridan-Smith [40] points out that peer-
to-peer management communications also eliminates problems with synchronization
of policy repositories because the radios can be informed of changes. Whenever
radios enter a new network, part of the session initiation can include setting up a pol-
icy management interface to synchronize policy databases as required.
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Naturally, no one would permit an unknown radio to remotely update the pol-
icy database without some kind of exchange of credentials to resolve trust issues.
Li et al. [41] introduce a family of role-based trust management languages for
representing policies and credentials. They define a “decentralized collaborative
system” being formed by several autonomous organizations desiring to cooperate
and share resources for their mutual benefit. Sheridan-Smith [40] also studies syn-
chronization techniques for distributing the responsibility for policy-based net-
work management (PBNM) across a set of independent autonomous PDPs: “The
use of the pull model is more efficient than a push model. Alternatively, the net-
work management system is required to poll each device in turn to ensure that
they are operating correctly.” The push model is particularly problematic for the
cognitive radio because it will often be turned off and restarted or reinitialized.

Damianou et al. [23] introduce the next level of complexity: “It should be pos-
sible to dynamically update the policy rules interpreted by distributed entities to
modify their behavior.” When the concept of roles is introduced into the policy
language, the following premise is tacitly accepted: “It is not practical to specify
policies relating to individual entities—instead it must be possible to specify poli-
cies relating to groups of entities and also to nested groups such as sections within
departments, sites within organizations and within different countries” [23].

A simple view of policy in regard to cognitive radio networks is that network
policies constrain network communications. Specifically, network policy defines
the relationship between clients (users, applications or services) using spectrum
resources and the radios that provide access to those resources. (See Chapter 9 for
additional details on how the policy engine may manage network protocols.) Lee
et al. [33] take the argument to the next step: “Ideally, the management system
will use feedback from monitoring and network measurement to influence its
decisions about how to control the network configurations to improve efficiency,
manage service quality, or to deal with changes in the network environment.”

Thus a network policy management should incorporate a policy engine operat-
ing on network policies, receiving status updates from the policy service on indi-
vidual cognitive radios, and downloading policy instructions to the members of
the network. Now the policy management architecture is self-similar, and, as
Boutaba and Znaty [31] state: “The whole network policy management system is
then logically constructed in a hierarchical domain structure where low level
domains provide their services to those of the upper layers. Domains are managed
according to a set of harmonized policies.”

At the network level, the policy manager must be focused on managing serv-
ices by creating policies for individual devices based on the roles they will play in
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the network architecture. This is the root of the distinction between network-level
policies and device-level policies. Sheridan-Smith [40] comments: “In general the
network policies can apply to more entities and are easier to read, write and com-
prehend, precisely because they are not specific about how the goal should be
achieved. Device-level policies can be specific about what needs to be done, but
they are difficult to read and complex to write and can apply only to a subset of
entities in the system.”

This, then, is the state of the art in automated policy management of complex net-
works. The difficulty involves how to automatically refine higher-level policies into
more specific management policies for domain members. This process involves plan-
ning for network operations and deriving specific policies for all the network ele-
ments to satisfy network goals. Stone et al. [ 18] define the research challenge as:
“refining the goals, partitioning the targets the policies affect or delegating responsi-
bility to another manager who can perform this derivation. The main motivation for
understanding hierarchical relationships between policies is to determine what is
required for the satisfaction of policies. If a high-level policy is defined or changed, it
should be possible to decide which lower-level policies must be created or changed.”

6.7 The Future of Cognitive Policy Management

Having examined functionality and designs for cognitive policy management, this
section returns to the fundamental question “Why bother?” Damianou et al. [23]
reply that the “motivation for policy-based services is to support dynamic adapt-
ability of behavior by changing policy without recoding or stopping the system.”
This chapter has already indicated how this is accomplished. This section consid-
ers promising military and commercial applications of policy management tech-
nology and examines the challenges.

6.7.1 Military Opportunities for Cognitive Policy Management

Military network communications are managed by a hierarchy of network opera-
tions centers that fit naturally into a recursive management model. In fact, the
military is unique in that it can hierarchically manage both the network resources
and the demand by users for resources, unlike commercial market applications in
which the financial goals always involve increasing user demand for services.
Figure 6.6 depicts the policy management hierarchy for communications
resources. This hierarchy also handles application performance, but a parallel
command structure exists for military personnel (users). Higher-level network
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Figure 6.6: Military policy
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domains delegate communication management tasks to their subordinates to be
planned and executed on lower-level network resources. In this type of architec-
ture, coordination is necessary, as Boutaba and Znaty [31] note: “Peer-to-peer
interactions take place in case of overlapping between domains to optimize plans
and deconflict policies.”

To handle the complexities of policy refinement that occur in this hierarchical
architecture, “the concept of management policy is introduced as an intermediate step
between goals and plans” [31]. In this case, “plans” refer to complex coordinated
actions, so the refinement process becomes: (1) lower-level policies are derived from
goals and missions passed down the hierarchy as tasks, (2) officers define action
plans consistent with the policies, and (3) subordinates are tasked to the plans.

The fact that DARPA has invested significant funds to support the develop-
ment of various policy management applications for the military suggests that this
technology will filter down to the operational level. As network communications
systems such as the tactical Warfighter’s Internet (WIN-T) and the JTRS cluster
procurements come online, policy management should play an increasing role.

Policy Refinement

Monitor/ Monitor/
Control Control

6.7.2 Commercial Opportunities for Spectrum Management

There is wide recognition that the FCC’s spectrum licensing and leasing practices
have become highly inefficient and have led to artificial shortages due to the
dedication of frequency bands for underutilized services. Due to the significant
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financial investments in this area, progress will probably depend primarily on the
perception of financial incentives for the current spectrum lessees.

In particular, there has been some discussion of the possibility of spectrum
“micro-leases” that would permit occasional opportunistic use of certain spectral
bands in specific locations. Chiang et al. [42] describe protocol primitives to sup-
port a “Vickery auction” as a rational allocation of resources in a distributed system
[43]. The concept requires creation of a “broker space” and an ‘““auction space,” by
which buyers and sellers could automatically purchase portions of the time/space/
frequency spectrum. In this protocol, the necessary steps are:

1. A selling agent informs the market of its intent to sell spectrum by issuing an
offer message.

Brokers link buyers to market opportunities.
Buyers submit bid messages to the seller.

The selling agent chooses its preferred buyer.

A

The transaction is settled (with a message) and the lease and moneys are con-
veyed between buyer and seller.

In some manner, it would be necessary to tie the policy management system
into this market to enable and disable the use of spectrum resources.

6.7.3 Obstacles to Adoption of Policy Management Architectures

This section summarizes a few of the challenges to widespread adoption of policy
management techniques for cognitive radios. Concerns about potential difficulty
in getting FCC certification for a radio managed by a cognitive policy engine have
already been addressed and will not be further discussed here.

It is one thing to design a policy management architecture and another thing
to demonstrate that its functionality is worth the effort to implement it. Lee et al.
[33] propose the design of experiments to test hypotheses and evaluate whether
the actions specified actually improve or worsen system performance: “the evalua-
tion should proceed by examining a particular approach and making quantitative
measurements according to a well-defined methodology.” The DARPA PolySurv
program made some efforts in this direction, but the published literature consists
only of marketing brochures and advertisements from vendors.

Verma [44] recalls the need for policy-transformation logic that translates high-
level network administration policies to device-specific policies that can be auto-
matically disseminated. The approach also ensures that high-level policies are
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mutually consistent, correct, and feasible. “The heart of policy management lies
in the policy translation logic as to how the policies will be represented and how
they will be managed” [44].

Boutaba and Znaty [31] see that “Today’s challenge is to provide automated
support not only for detecting and responding to trivial network and system
events, but also for the process of planning and policy making to handle more
complex situations.” They enlarge the scope of the automation problem: “Peer
negotiations for conflict avoidance should be handled as part of the proactive
management process, whereas negotiations for conflict resolution should be han-
dled as part of the reactive management process. Both approaches should involve
all derivation of goals, policies, plans, and actions.”

Sheridan-Smith [40] is also concerned: “If multiple autonomous management
entities are making independent desiccations then each participant in the network
might behave in a manner that is not aligned with other parts of the network, or
other functions of the network which are independently managed. Coordination
will ensure that the behavior that is stipulated in the policies is correctly met by all
of the individual management entities.”

The perspective put forth in this chapter is that the adoption of a policy-based
spectrum management approach for cognitive radios will require standardization of
policy languages and dissemination techniques designed specifically for cognitive
radios and driven by market concerns. It seems likely that a cognitive policy engine
can be designed to function usefully in the context of cognitive radios. The real
question is probably not the technical feasibility of automatic policy management
architectures. Instead, it is whether market forces will be favorable to the adoption
of this technology and lead to integration across multiple platforms and vendors.

6.8 Summary

The focus of this chapter has been on the design of a practical cognitive policy
engine that would enable the cognitive radio to operate reasonably within a suit-
able policy space. The approach has been to explore the engineering requirements
for the policy engine in the context of a radio policy management domain that
might reasonably reflect the operational environment for a cognitive radio. The
scholarly literature shows what enabling technology is available and necessary to
realize this objective in the near term.

The basic syntactic and semantic mechanisms for representing spectrum and
network management policies were found to already be in existence in several
forms. Although there are limits on the semantic capabilities of extant policy

214



Cognitive Policy Engines

engines and languages, it is difficult to argue convincingly that there exists a sig-
nificant technology gap in this area that would prevent cognitive radios from
being deployed in a fruitful manner.

If anything, the opposite conclusion is much more compelling. There is no
demonstrated requirement that calls for the representation of highly complex logi-
cal constraints on the operation of the cognitive radio. In fact, there is every rea-
son to believe that implementations for policy engines in the first few generations
of cognitive radios will be more than capable of enforcing restrictions on policy to
constrain and optimize the behavior of the radio. It seems highly unlikely that
communication regulations will call upon the radio to dynamically resolve com-
plex and sometimes inconsistent policies.

This chapter has reviewed the application of policy engines in commercial
networking environments and has found that the most difficult challenge lies not
in processing or enforcing the policies, but rather in coherently, unambiguously
specifying what behavior is desired. For this reason, existing policy-enabled net-
work systems are generally focused on well-defined access control or network
configuration and performance optimization problems for which the desired
behaviors can be defined and agreed upon by users of the system.

The critical engineering problems that remain to be resolved for implementing
cognitive policy engines are primarily software design questions. Almost all of
these questions will be answered in terms that are specific to the particular kinds
of real-time software platforms and policy instantiations that have already been
addressed in this chapter. The interesting academic questions addressed primarily
relate to theoretical limitations of policy languages and abstract processing archi-
tectures that are much more complex than what will be initially embodied in the
cognitive radio. They are worthy of note, but should not be construed as obstacles
for implementing a cognitive policy engine. The real challenge lies in unambigu-
ously specifying what behaviors are required of the cognitive radio, and achieving
consensus that such behaviors are sufficient for licensing the operation of the radio.
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Physical and Link Layers
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7.1 Introduction

This chapter discusses the expectation of a fully functional cognitive radio,
including the cognitive decision-making process using case-based theory and
genetic algorithms (GAs), to solve the multi-objective optimization problem
posed by such a radio. The presentation has as its basis the cognitive engine devel-
oped at the Virginia Polytechnic Institute and State University (Virginia Tech)—
Center for Wireless Telecommunications (VI-CWT).

This chapter focuses on the intelligent cross-layer optimization of physical
(PHY) and link (or medium access control, MAC) layers. The reader is encour-
aged to think beyond these two layers and consider how other layers, particularly
network and transport, can be adapted and optimized by using the same techniques.

Section 7.2 defines optimization for a cognitive radio. A discussion of the cog-
nitive radio as a mix of artificial intelligence (Al) and wireless communications
follows in Section 7.3. Section 7.4 addresses the PHY and MAC layers, and con-
siders which measurable radio settings and specifications (“knobs’) and which
radio and channel performance measures (“meters”) fall into which layer. Section
7.5 introduces multi-objective decision-making (MODM) theory to analyze the
radio’s performance, and presents the analogy of GA to represent the methodol-
ogy. In Section 7.6, the tiered algorithm structure of the cognition loop, based on
modeling, action, feedback, and knowledge representation, is explored in detail.
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Tailoring GA techniques for a cognitive radio, based on the simple GA dis-
cussed in these earlier sections, is addressed in Section 7.7 by looking at case-
based reasoning (CBR) and case-based decision theory (CBDT). The need for a
higher level of intelligence is the topic of Section 7.8, and Section 7.9 shows how
the collection of techniques addressed in this chapter creates a cognitive engine
capable of controlling and adapting a cognitive radio. Section 7.10 then summa-
rizes the processes and ideas brought forth in this chapter.

7.2 Optimizing PHY and Link Layers for Multiple-Objectives
Under Current Channel Conditions

The goal of a cognitive radio is to optimize its own performance and support its
user’s needs. But what does “optimize” mean? It is not a purely selfish adaptation
where the radio seeks to maximize its own consumption of resources.

Consider the “tragedy of the commons” metaphor as it is often applied to
wireless communications [1].! If two pairs of nodes are communicating on differ-
ent networks using transmissions that overlap in time and frequency, they will
interfere. The nodes observe the interference as a low signal-to-interference and
noise ratio (SINR), and the classic response is then to increase transmitter power
to obtain a corresponding increase in SINR. As the transmitter on one link
increases its power, the other link will experience a lower SINR and respond by
increasing its power. Each radio will respond in turn to maximize its SINR at its
intended receiver by increasing its own transmit power. Each transmitter will ulti-
mately increase its power to the limitations of the hardware. At this point, either
both links will have low SINR and therefore poor performance, or the link with
the more powerful transmitter will completely drown out the other. This is obvi-
ously a poor solution. Even in the latter scenario, a second glance shows this to be
bad for all concerned because now each radio is transmitting much more power
than is required, raising power consumption, reducing battery life, and increasing
potential interference to other users. This scenario is regularly reenacted in the
2.4 GHz industrial, scientific, and medical (ISM) band in which Bluetooth and
IEEE 802.11 devices are constantly creating cross-interference. Here 802.11 has a
higher transmit power, but Bluetooth has a protocol to continually repeat packet
transmissions until a successful transmission occurs.

'Hazlett’s article [1] does not give a highly technical overview of this concept, but rather a regula-
tory analysis of the spectrum issues in general.
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In contrast, a radio capable of understanding its environment and making
intelligent adaptations will recognize the problem it encounters with a competing
link trying to use the same band. While observing the other link, the cognitive
radio will not be limited by a simplistic understanding that “low SINR means I
should increase my transmitter power.” Instead, it will try other solutions, such as
altering the modulation or channel coding in ways that will improve frame error
rate (FER) performance in the channel. Or it will seek a channel free of interfer-
ence and change its center frequency, thus relieving both radios of the burden of
fighting for the spectrum.

In a heavily congested spectral environment, changing frequency might not
be an acceptable solution. This is why it is important to look at all the possible
adjustments to the PHY and MAC layers to improve performance. A situation
might arise when all possible frequencies are in use, or the bandwidth required is
not available free from interference. At such times, a mix of cooperative tech-
niques could be used, perhaps involving quadrature amplitude (and phase) modu-
lation (QAM), spread spectrum techniques, orthogonal frequency division
multiplexing (OFDM)), clever timing mechanisms, smart antenna beam forming or
null forming, or other operations that will allow sharing. This chapter addresses
methods of how to find a local or global optimum for the current channel environ-
ment. A generalized solution is not usually the answer; for example, spreading
techniques might better share spectrum than narrowband techniques, but a spread
spectrum system has its limits and might unnecessarily waste system resources.
A dynamic combination of techniques is really required to best adapt the radio in
real time for the specific local problems at hand. A well-designed cognitive radio
understands situations and analyzes how to best adapt all available radio commu-
nications parameters to present conditions for optimum performance.

First, a definition of optimization is in order. Within this chapter, a radio is
optimized when it achieves a level of performance that satisfies its user’s needs
while minimizing its consumption of resources such as occupied bandwidth and
battery power. To apply this, we need to understand what needs the user has and
how the radio performance can be adapted to meet these needs. The bottom line,
in general, is that the radio not overoptimize its external performance (its perform-
ance as observed by other radios) because this will have a negative impact on its
internal performance (computational power, complexity, and available internal
resources).> The next section clearly defines the cognitive radio. The succeeding

2Other, more sophisticated considerations are beyond the scope of this chapter.
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sections then discuss what parameters can be altered and how a cognitive radio
can use them to optimize its performance.

7.3 Defining the Cognitive Radio

Cognitive radios merge Al and wireless communications. The field is highly mul-
tidisciplinary, mixing traditional communications and radio work from electrical
engineering while applying concepts from computer science. Interestingly, Claude
Shannon, one of the early giants of communication theory, spent some of his time
thinking about and discussing intelligent machines, specifically, chess-playing
machines. In an article published in 1950, he discusses how computers could be
made to intelligently play chess, but he also lays out reasons why this has implica-
tions in other areas, such as designing filters, equalizers, relays, and switching cir-
cuits, routing, translating languages, organizing military operations, and making
logical deductions [2].

The cognitive radio architecture envisioned in the discussion in this chapter is
shown in Figure 7.1. Here, the intelligent core of the cognitive radio exists in the
cognitive engine. The cognitive engine performs the modeling, learning, and opti-
mization processes necessary to reconfigure the communication system, which
appears as the simplified open systems interconnection (OSI) stack [3]. The cog-
nitive engine takes in information from the user domain, the radio domain, the
policy domain, and the radio itself. The user domain passes information relevant

Figure 7.1: Generic cognitive radio
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to the user’s application and networking needs to help direct the cognitive
engine’s optimization. The radio domain information consists of radio frequency
(RF) and environmental data that could affect system performance such as propa-
gation or interference sources. The policy engine receives policy-related informa-
tion from the policy domain. This information helps the cognitive radio decide
on allowable (and legal) solutions and blocks any solutions that break local
regulations.

Most of the topics shown in Figure 7.1 are covered in more detail in this chap-
ter as their relationship to the cognitive engine are developed. The policy engine
and policy domain will be left to experts of that field, but are included here for
completeness.

7.4 Developing Radio Controls (Knobs) and Performance
Measures (Meters)

The first problem in dealing with cognition in a system is to understand (1) what
information the intelligent core must have and (2) how it can adapt. In radio, we
can think of the classical transmitters and receivers as having adjustable control
parameters (knobs) that control the radio’s operating parameters. Think of a fre-
quency modulation (FM) broadcast receiver with a tuning knob to select which
station you are listening to as well as equalizer knobs to adjust the sound quality
to your liking. Radio performance metrics are referred to as meters. What follows
is an analysis of the knobs and meters important to a cognitive radio on the PHY
and link layers.

Huseyin Arslan has developed a useful layered classification of knobs and
meters (observable parameters and writable parameters in his notation), which is
summarized and expanded in Table 7.1.3

7.4.1 PHY- and Link-Layer Parameters
Knobs

The knobs of a radio are any of the parameters that affect link performance and
radio operation. Some of these are normally assumed to be design parameters, and
others are usually assumed to be under real-time control of either the operator or
the radio’s real-time control processes. Figure 7.2 shows a simple system diagram
of the PHY- and link-layer portions of a transmitter. In the PHY layer, center

3Huseyin Arslan, personal communication.
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Table 7.1: Example tabulation of knobs and meters by layer.

Layer Meters* (observable parameters) Knobs (writable parameters)
NET Packet delay Packet size
Packet jitter Packet rate
MAC CRC check Source coding
ARQ Channel coding rate and type
FER Frame size and type
Data rate Interleaving details
Channel/slot/code allocation
Duplexing
Multiple access
Encryption
PHY BER Transmitter power
SNR Spreading type
SINR Spreading code
RSSI Modulation type
Path loss Modulation index
Fading statistics Bandwidth
Doppler spread Pulse shaping
Delay spread Symbol rate
Multipath profile Carrier frequency
AOA Dynamic range
Noise power Equalization
Interference power Antenna beamshape
Peak-to-average power ratio
Error vector magnitude
Spectral efficiency

*AOA: angle of arrival; ARQ: automatic repeat request; CRC: cyclic redundancy check;
MAC: medium access control; NET: network layer; PHY: physical layer; RSSI: received signal
strength indicator; SINR: signal-to-interference and noise ratio; SNR: signal-to-noise ratio.

frequency, symbol rate, transmit power, modulation type and order, pulse-shape
filter (PSF) type and order, spread spectrum type, and spreading factor can all be
adjusted. On the link layer are variables that will improve network performance,
including the type and rate of the channel coding and interleaving, as well as
access control methods such as flow control, frame size, and the multiple access
technique.
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Figure 7.2: Generic transmitter PHY and MAC layers. Many of the radio control parameters
(knobs) apply to these elements of the block diagram, resulting in profound impact on radio
performance (meters). (Note: FEC: forward error correction.)

Meters

Once we understand what knobs are available to optimize the radio system perform-
ance, we must understand how these changes affect the radio channel and system
performance to allow an autonomous, intelligent decision-maker to adapt the radios.
Performance is a measure of the system’s operation based on the meter read-
ings. In optimization theory, the meters represent utility and cost functions that
must be maximized or minimized for optimum radio operation. All of these per-
formance analysis functions constitute objective functions. In an ideal case, we can
find a single-objective function whose maximization or minimization corresponds
to the best settings. However, communication systems have complex requirements
that cannot be subsumed into a single-objective function, especially if the user or
network requirements change. Metrics of performance are as different for voice
communications as they are for data, e-mail, web browsing, or video conferencing.
The types of meters represent performance on different levels. On the PHY
layer, important performance measurements deal with bit fidelity. The most obvi-
ous meters are the signal-to-noise ratio, or a more complex SINR. The SINR has a
direct consequence on the bit error rate (BER), which has different meanings for
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different modulations and coding techniques, usually nominally determined by the
SINR ratio, Eb/(NO + 10), where Eb is energy per bit, NO is noise power per bit,
and I0 is interference power per bit. On the link layer, the packet fidelity is an
important metric, specifically the packet error rate (PER).

There are more external metrics to consider as well, such as the occupied
bandwidth and spectrum efficiency (number of bits per hertz) and data rate. The
growth of complexity to optimize multiple metrics quickly becomes apparent.
Each metric has unique relationships with the other metrics, and different knobs
alter different metrics in different ways. For example, altering the modulation type
to a higher order will increase the data rate but worsen the BER.

Internal metrics also are involved in decision-making. To decrease the FER,
we could use a stronger code, but this increases the computational complexity of
the system, increasing both latency as well as the power required to perform the
more complex forward error correction (FEC) operation. Decreasing the symbol
rate or modulation order will decrease the FER as well without increasing the
demands of the system, but at the expense of the data rate. Figure 7.3 begins to

/ <
SINR / FER
F S \
Data / N
B QM rLatency
Occupied ./ Spectral

Bandwidth " ' Efficiency
Power Computational

Consumption Complexity

Figure 7.3: Directed graph indicating how one objective (source) affects another objective
(target).
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expand upon these relationships, where the direction of the arrow indicates that
optimization in the source objective affects the target objective. Ongoing work
fully defining these relationships should lead to more knowledge for the adapta-
tion and learning system to use.

7.4.2 Modeling Outcome as a Primary Objective

The basic process followed by a cognitive radio is that it adjusts its knobs to achieve
some desired (optimum) combination of meter readings. Rather than randomly trying
all possible combinations of knob settings and observing what happens, it makes
intelligent decisions about which settings to try and observes the results of these tri-
als. Based on what it has learned from experience and on its own internal models of
channel behavior, it analyzes possible knob settings, predicts some optimum combi-
nation for trial, conducts the trial, observes the results, and compares the observed
results with its predictions, as summarized in the adaptation loop of Figure 7.4. If
results match predictions, the radio understands the situation correctly. If results do
not match predictions, the radio learns from its experience and tries something else.

Figure 7.4: Adaptation Analyze Predict

loop. Possible ‘ Optimum
Knobs Settings
Observe and Conduct
Model Trials
L Compare to - Observe J
Predictions Results

This operational concept employed for the cognitive radio resembles closely
some of the current thinking about how the human brain works [4]. The argument
holds that human intelligence is derived from predictive abilities of future actions
based on the currently observed environment. In other words, the brain first mod-
els the current situation as perceived from the sensor inputs, and it then makes a
prediction of the next possible states that it should observe. When the predictions
do not match reality, the brain does further processing to learn the deviation and
incorporate it with its future modeling techniques. Although knowledge of how
the human brain actually works is still uncertain, this predictive model is a good
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one to work from because it brings together the necessary behavior required from
the cognitive radio.

As an example of the mathematics involved in this process, consider observa-
tions of BER and SINR. BER formulas are generally represented by the comple-
mentary error function or the Q function (Eq. (7.1)) as a function of the SINR:

erfe(x) = %Ze’zdt
O(x) = ﬁze—” x=0 (7.1)
~ L e
Ox) = 5 erfc \/5

where x is the SINR. A computationally efficient calculation for BER formulas uses

an approximation to the complimentary error function. Eq. (7.2) shows two approxi-

mations, one for small values of x (<3) and one for large values of x (>3) [5, 6].
Figure 7.5 compares the results of the formulas to the actual analytical function:

5
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These formulas are useful because the normal approximation for the erfc function
is valid only for large x (x > 3), and the Q function is too computationally inten-
sive to calculate. Because a cognitive radio needs to perform a lot of these calcula-
tions, we need efficient equations; these equations trade accuracy for computational
time based on the number of terms included in the series expansion. Similar lines
of thought must go into developing each objective calculation.

The exact representation of the BER formula depends on the channel condi-
tions and modulation being used. A standard BER formula for binary phase shift
keying (BPSK) signals in an additive white Gaussian noise (AWGN) channel is:

P, = lerfc 1fTOB£ (7.3)
2 N

where T, is the symbol period, B is the bandwidth, C is the signal carrier energy,
and N is the noise power.

In a fading channel with a probability density function (PDF) of p(x), the BER
of a signal is defined as:

[o2]

P, = fPAWGN(x)p(x) dx (7.4)
0

where Pawgn(x) is the BER formula in an AWGN channel.

The radio observes the BER and SINR value. If these are consistent according
to the above formulas, the radio can assume that the channel is behaving pre-
dictably. It can then turn knobs that directly affect SINR, for example starting
with the easiest, transmitter power.* If the transmitter power is already at the
allowable limit, the radio may lower the data rate to change the occupied band-
width and therefore increase the average energy per bit. If the BER and SINR are
not consistent with the known formulas, the radio might assume, for example, that

4The difference between predicted link performance and actual link performance includes both
errors in the estimate of propagation channel losses, and nonlinear effects arising from interference
and multipath. Performance on an AWGN channel in the absence of multipath is predictable.
When this performance difference is significantly large, it may become clear that transmit power
alone is inadequate to achieve the necessary performance. Thus, the performance difference is a
good indicator of the need to invoke these cognitive radio techniques to optimize performance in
the presence of unusual channel behavior.
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the channel is dispersive and opt to change the carrier frequency rather than the
transmitter power.

This analysis has dealt with only a single objective. The radio can, in fact,
read a number of meters, and each of these can be some objective function we
may wish to optimize. Standard communications theory can lead us to the meth-
ods of mathematically modeling each objective [7]. The communications analysis
tools are fairly standard, and another aspect is the consideration for how to effi-
ciently realize each objective function. For each, we must carefully choose the
proper analytical expression that is not too computationally complex.

7.5 MODM Theory and Its Application to Cognitive Radio

The wireless optimization concept has already been described through an analysis
of the many objective functions (dimensions) of inputs (knobs) and outputs
(meters). In this scenario, the interdependence of the objectives to each other and
to various knobs makes it difficult to analyze the system in terms of any one single
objective. Furthermore, the needs of the user and of the network cannot all be met
simultaneously, and these needs can change dramatically with time or between
applications. For different users and applications, radio performance and optimum
service have different meanings. As a simple example, e-mail has a much different
performance requirement than voice communications, and a single-objective func-
tion would not adequately represent these differing needs.

Without a single-objective function measurement, we cannot look to classic
optimization theory for a method to adapt the radio knobs. Instead, we can ana-
lyze the performance using MODM criteria. MODM theory allows us to optimize
in as many dimensions as we have objective functions to model.

MODM work originated about 40 years ago and has application in numerous
decision problems from public policy to everyday decisions (e.g., people often
decide where to eat based on criteria of cost, time, value, customer experience,
and quality). An excellent introduction to MODM theory is given in a lecture
from a workshop held on the subject in 1984 [8]. Schaffer then applied MODM
theory to create a GA capable of multi-objective analysis in his doctoral disserta-
tion [9]. Since then, GAs have been widely used for MODM problem-solving.
GAs are addressed in detail in Section 7.5.5.

7.5.1 Definition of MODM and Its Basic Formulation

At their core, MODMs are a mathematical method for choosing the set of
parameters that best optimizes the set of objective functions. Eq. (7.5) is a basic
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representation of a MODM method [10]:

min/max{y} = f(¥) = [£(X), /L(X)..., [,(¥)]

subject to: X = (x;,X,,...,x,) € X (7.5)
y = (yl’y29---9yn) E Y

Here all objective functions are defined to either minimize or maximize y, depend-
ing on the application. The x values (i.e., x;, x,, etc.) represent inputs and the y
values represent outputs. The equation provides the basic formulation without pre-
scribing any method for optimizing the system. Some set of objective functions
combined in some way will produce the optimized output. There are many ways
of performing the optimization. Section 7.6 discusses one of the more complex
but useful methods of solving MODM problems for cognitive radios.

7.5.2 Constraint Modeling

An added benefit of MODM theory implicit in its definition is the concept of con-
straints. The inputs, x, are constrained to belong to the allowed set of input condi-
tions X, and all output must belong to the allowed set Y. This is important for
building in limitations for hardware as well as setting regulatory bounds.

7.5.3 The Pareto-Optimal Front: Finding the Nondominated Solutions

In an MODM problem space, a set of solutions optimizes the overall system, if
there is no one solution that exhibits a best performance in all dimensions. This
set, the set of nondominated solutions, lies on the Pareto-optimal front (hereafter
called the Pareto front). All other solutions not on the Pareto front are considered
dominated, suboptimal, or locally optimal. Solutions are nondominated when
improvement in any objective comes only at the expense of at least one other
objective [11].

The most important concept in understanding the Pareto front is that almost all
solutions will be compromises. There are few real multi-objective problems for
which a solution can fully optimize all objectives at the same time. This concept
has been referred to as the utopian point [12]; this point is not considered further
here because in radio modeling problems only very rarely do situations have a
utopian point. One only has to consider the most basic radio optimization problem
to see this: simultaneously minimize BER and power. Figure 7.6 shows the ideal
BER curve of a BPSK signal. Here, point A is a nondominated point that mini-
mizes power at the expense of the BER, and moving down the curve to point B,
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which is also nondominated, optimizes for BER at the expense of greater power
consumption. Point C is a dominated point that represents a suboptimal solution
of using differential phase shift keying (DPSK) to minimize the complexity of
carrier phase tracking in high multipath mobile applications. The MODM prob-
lem then reduces to a trade-off decision between low BER, low power consump-
tion, and complexity due to other system constraints.

Figure 7.6: Pareto front of a BPSK
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7.5.4 Why the Radio Environment Is a MODM Problem

The primary objectives developed thus far have different meanings and impor-
tance, depending on the user’s needs and channel conditions. To optimize the
radio behavior for suitable communications, we must optimize over many or all of
the possible radio objectives. Take, as an example, the BER curve. In the two-
dimensional plot, the result of the using a differential receiver was suboptimal
because we were concerned with BER and power. But if we add complexity as an
objective, or the need for a solution that does not require phase synchronization,
such as might be necessary in highly complex and dynamic multipath, then using
a differential receiver for lower complexity becomes an important decision along
a third dimension. The resulting search space is N-dimensional and, due to the
complex interactions between objectives and knobs, the space is difficult to define
and certainly not linear, or even simply convex as is desirable in optimization the-
ory [13]. These interactions are often difficult to characterize and predict, and so
we must analyze each objective independently and use MODM theory to find an
optimal aggregate set of parameters.
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What further enhances the complexity of the search space is that it will change
depending on the user and the application. For certain users or applications, dif-
ferent objectives will mean different levels of quality. As the overall optimization
is to provide the best quality of service (QoS) to the user, there is no single search
space that can account for all the variations in needs and wants from a given radio.

From this analysis emerge a few important points about how to analyze the
multiple-objectives used in optimizing a radio:

e Many objectives exist, creating a large N-dimensional search space.
o Different objectives may be relevant for only certain applications/needs.
e The needs and subjective performances for users and applications vary.

o The external environmental conditions determine what objectives are valid and
how they are analyzed.

o We may search for regions where multiple performance metrics meet accept-
able performance, rather than searching for optimal performance.

This leads to a need for an MODM algorithm capable of robust, flexible, and
online adaptation and analysis of the radio behavior. The clearest method of real-
izing all the needs of the problem statement is the GA, which is widely considered
the best approach to MODM problem-solving [9, 10, 14-16]. Section 7.5.5 dis-
cusses the approach to GAs and Section 7.9.1 shows how to add user/application
flexibility into the algorithm.

7.5.5 GA Approach to the MODM

Analyzing the radio by using a GA is inspired by evolutionary biological tech-
niques. If we treat the radio like a biological system, we can define it by using an
analogy to a chromosome, in which each gene of the chromosome corresponds to
some trait (knob) of the radio. We can then perform evolutionary-type techniques
to create populations of possible radio designs (waveform, protocols, and even
hardware designs) that produce offspring that are genetic combinations of the par-
ents. In this analogy, we evolve the radio parameters much like biological evolu-
tion to improve the radio “species” through successive generations, with selection
based on performance guiding the evolution. The traits represented in the chromo-
some’s genes are the radio knobs, and evolution leads toward improvements in the
radio meters’ readings.

GAs are a class of search algorithms that rely on both directed searches
(exploitation) and random searches (exploration). The algorithms exploit the
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current generation of chromosomes by preserving good sets of genes through the
combination of parent chromosomes, so there is a similarity between the current
search space and the previous search space. If the genetic combination is from
two highly fit parents, it is likely that the offspring is also highly fit. The algo-
rithms also allow exploration of the search space by mutating certain members of
the population that will form random chromosomes, giving them the ability to
break the boundaries of the parents’ traits and discover new methods and solu-
tions. While providing the iterative solution through genetic combination, the
randomness helps the population escape a possible local optimum or find new
solutions never before seen or tried, even by a human operator. In effect, this last
quality provides the algorithm with creativity.

Introduction to GAs

GAs are often useful in large search spaces, which can enable their use in many
situations. A GA is a search technique inspired by biological and evolutionary
behavior. The GAs use a population of chromosomes that represent the search
space and determine their fitness by a certain criterion (fitness function). In each
generation (iteration of the algorithm), the most fit parents are chosen to create
offspring, which are created by crossing over portions of the parent chromosomes
and then possibly adding mutation to the offspring. The crossover of two parent
chromosomes tries to exploit the best practices of the previous generation to cre-
ate a better offspring. The mutation allows the search algorithm to be “creative”:
that is, it can prevent the GA from getting stuck in a local maximum by randomly
introducing a mutation that may result in improved performance metrics possibly
closer to the global maximum, according to the optimization criteria.

To realize the GA, we follow the practices described by Goldberg [17]:

1. Initialize the population of chromosomes (radio/modem design choices)

2. Repeat until the stopping criterion
(a) Choose parent chromosomes
(b) Crossover parent chromosomes to create offspring
(¢) Mutate offspring chromosomes
(d) Evaluate the fitness of the parent chromosomes
(e) Replace less fit parent chromosomes

3. Choose the best chromosome from the final generation

This process is illustrated in detail in the next section.
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The Knapsack Example

To explain the operation of a simple GA, we examine the knapsack problem [18],
which is a classic nondeterministic polynomial time (NP) complete® problem [19],
also called the subset-sum problem (SSP). The knapsack problem is defined by
the task of taking a set of items, each with a weight, and fitting as many of these
items into the knapsack while coming as close to, but not exceeding, the maxi-
mum weight the knapsack can hold. Mathematically, the knapsack problem is
shown by Eq. (7.6), where K is the maximum weight the knapsack can hold, and
Nj is the number of items in the set, S. The problem is represented by a weight
vector w and a vector x that is a vector of 1’s and 0’s that indicates whether an
item is present in the knapsack:

N§
max ) | X,w,
= (7.6)

NS
subject to: > xw;, = K

i=1

Following the practices just enumerated, use the following steps.

Step 1. Initialize Chromosomes

We introduce radio chromosome selection as a problem similar to knapsack selec-
tion. In this case, the problem consists of choosing the right set of items to place
in the knapsack, so the chromosome will represent the vector x and consist of 1’s
and O’s as shown in Figure 7.7. Each gene is 1-bit wide and so very compact and
easy to manipulate mathematically.

Figure 7.7: Chromosome representation
of knapsack item vector.

X4 Xo X3 s XN,

Step 2a. Choose

The choice of the parent chromosomes determines how random the popu-
lation will remain and how much memory the biological system retains of

SNP is a class of decision problems whose positive solutions can be verified in polynomial time
given the right information. It is a description of the difficulty of a computational problem, where
NP-complete problems are the most difficult.
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its fitness for its environment. Like biological evolution, the most fit

parents are more likely to be chosen to produce offspring; however, it is still
possible to choose an unfit parent. The more random the selection process,

the more random the population will be in each generation. Conversely,

the more the decision is weighted toward the most fit parents, the faster the
convergence to local optima will occur. This trade-off is referred to as selection
pressure.

As in all GA properties, the choice of how parents are chosen comes down
to how random the population will remain and how fast convergence will occur.
Although convergence time is highly important, fast convergence may not always
be beneficial, depending on the shape of the fitness landscape, that is what the
solution space looks like. If the fitness landscape has many local maxima and the
GA 1is searching for the global maximum, fast convergence is more likely to lock
on to a local maximum, and take many generations and mutations to get beyond
the local maximum to find the global maximum. A more diverse population will
generate many more solutions that are more likely to find the global maximum.
Five different methods of selection were analyzed by De Jong in his doctoral
dissertation [20].

The method used in this GA is called tournament selection. During reproduc-
tion, this selection scheme chooses as many parents as there are members in the
population with replacement (i.e., the same parent may be chosen multiple times).
In the selection, two parents are randomly chosen and the more fit parent wins the
tournament and is selected for reproduction.

Step 2b. Crossover

Crossover is performed on two parents to form two new offspring. The GA has a
crossover probability that determines if crossover will happen. A randomly gener-
ated floating-point value is compared to the crossover probability, and if it is less
than the probability, crossover is performed; otherwise, the offspring are identical
to the parents. If crossover is to occur, one or more crossover points are generated,
which determines the position in the chromosomes where parents exchange genes.
In this GA, once two parents are selected, two crossover points are randomly
generated.

Figure 7.8 illustrates the crossover operation, but, for the simplicity of the
figure, the genes represent a knapsack problem with only eight items. The
genes after the first crossover point and before the second crossover point are
interchanged in the parents to form the new offspring.
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Figure 7.8: Parent chromosomes ! !
crossover. Crossover occurs at points

2 and 6 to create offspring chromosome
sets.

Parent 1: | X10 | X11 | X12 | X143 | X14 | X15 | X146 | X17

Parent 2: | Xog | Xo1 | Xoo | Xo3 | Xo4 | Xo5 | Xog | Xo7

Offspring 1: | Xo0 | X21 | X12 | X13 | X14 | X415 | Xop | Xo7

Offspring 2: | X10 | X11 | Xo2 | Xo3 | Xo4 | Xo5 | X16 | X17

Step 2c. Mutate

After the offspring are generated from the selection and crossover, the offspring
chromosomes may be mutated. Like crossover, there is a mutation probability. If a
randomly selected floating-point value is less than the mutation probability, muta-
tion is performed on the offspring; otherwise, no mutation occurs. Mutation is
performed by randomly selecting a gene in the offspring’s chromosome and gen-
erating a new value based on some PDF (often a uniform or Gaussian distribu-
tion). In the knapsack problem, a gene may be reset to either a 1 or O at random
(other techniques invert the gene).

Steps 2d and 2e. Evaluate and Replace

Evaluation (step 2d) is done on the multi-objective performance of the offspring
from the most recent genetic cycle to determine whether to continue the genetic
process (step 2e). Evaluation is probably the most important piece of the GA aside
from the initial chromosome definition. Choice of the fitness evaluation is vital to
convergence and proper application.® The best set of offspring from among all
those evaluated are ordered by performance and added to the rank-ordered list of
chromosomes—say, for example, the top 10 or the top 100. Evaluation determines
whether the gene pool is improving with the previous cycles—say, the last five

®For the knapsack problem, we try to find the chromosome with fitness defined by Eq. (7.6). If the
constraint condition is not met, the fitness is set to 0.
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cycles. If the performance is sufficiently above the goal behavior, the iterative
process may terminate and the procedure goes to step 3. If, however, the perform-
ance over the previous cycles continues to improve but the goal performance is
not yet met, the algorithm iterates back to step 2a. If the performance is unable to
improve in previous cycles, the mutation rate may be adapted to a higher mutation
rate. The evaluation function is very problem-specific, and is one of the main
sources of research in the multi-objective GA to optimize cognitive radios.

Step 3. Results: Choose Best Chromosomes

To analyze the GA performance, we often graphically represent the performance
over many generations, such as the knapsack example shown in Figure 7.9. This
figure shows the general trends of a GA as a maximization problem with steady
increase in the fitness over generations. In this example, we set the crossover
probability at 0.95 and mutation probability at 0.05. There are 20 members of the
population, and in each generation 17 members of the population are replaced by
offspring. The problem contains 200 items, and each item could take on any
floating-point weight value between 0 and 20. The maximum weight the knapsack
can hold is a randomly generated integer of 810. The trends shown in Figure 7.9
show steady improvement toward the goal of 810, coming very close by the 155th
generation with a value of 809.87.
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Figure 7.9: Performance graph of knapsack GA. The fitness metric improves with each
generation, nearly reaching the maximum value after 155 generations.
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As shown in Figure 7.9, a GA performs by making great initial progress, but
then slows down as it approaches the optimal value, and even then, it does not
perfectly achieve the optimum. Section 7.5 explores the use of GAs in radio opti-
mization problems. Radio optimization must be real time, but it does not have
to completely optimize under real-time constraints. Instead, we want to provide
better responses as opposed to a best response for the immediate future. GAs
quickly improve their performances in the first few generations; by the time
the knapsack problem reaches its first plateau around generation 30, we have
a useful solution. Looking at what we need out of the performance of a radio
instead of just what we want, the GA can give us very usable solutions very
quickly. As time and resources permit, the final iterations of the GA can find
increasingly better solutions; other techniques, introduced in Section 7.5, such
as CBDT, adaptive GAs, and distributed computing, can improve the solutions
even faster.

Another point to consider involves the temporal features of optimum solu-
tions. In the future, situations envisioned for the cognitive radio, the environ-
ments, both propagation and interference, as well as the user’s and application’s
needs, will change, and with them the optimum solution. We therefore want a sys-
tem that will continue to change and adapt with the needs of the situation for con-
tinuous improvement in performance.

7.6 The Multi-objective GA for Cognitive Radios
7.6.1 Cognition Loop

The primary goal of the cognitive engine is to optimize the radio, and the second-
ary functions are to observe and learn in order to provide the knowledge required
to perform the adaptation. A cognitive radio becomes a learning machine through
a tiered algorithm structure based on modeling, action, feedback, and knowledge
representation, as shown in the cognition loop of Figure 7.10.

This section presents the high-level structure of the Virginia Tech cognitive
radio solution as well as the background of the basic theories and procedures that
were followed in its development. The following sections discuss the system in
detail.

Modeling

Modeling means that the machine must have some representation of the outside
world to which it can respond. Models represent external influences, such as the
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Figure 7.10: Cognition loop. Note the outer loop to observe and adapt a radio and the
inner loop for learning.

user’s network needs and actions, the radio spectrum and propagation environ-
ment, and the governing regulatory policy. As each of these influences changes,
the radio must adjust itself to satisfy the new operating environment.

A primary function of the modeling system is to provide environmental con-
text to the cognitive radio, such as propagation effects and the presence of other
radios, which might be either cooperative or potential interferers.

Another goal of the modeling system is to monitor the data sent by the user
and use it to determine the QoS parameters the cognitive radio must provide. This
is a learning domain concept that a neural network could be employed to help
solve, and the research group at VT is currently investigating the possibilities. The
regulatory policy modeling and interpretation will come from other efforts, such
as the Defense Advanced Research Projects Agency (DARPA) NeXt Generation
(XG) project [21].

Figure 7.11 provides background about how Virginia Tech’s work fits into the
literature of machine learning and Al. It shows the VI-CWT cognitive engine in
more detail, emphasizing its three major subsystems.

The cognitive system module (CSM) is responsible for learning and the wire-
less system genetic algorithm (WSGA) handles the behavioral adaptation of the
radio, based on what it is told to do by the CSM. The modeling system observes
the environment from many different angles to develop a complete picture. The
CSM holds two main learning blocks: the evolver and the decision maker, which
takes feedback from the radio that allows the evolver to properly update the
knowledge base to respond to and direct system behavior.
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Figure 7.11: The VT cognitive engine. This hardware-independent modeling, learning,
and adaptation system interfaces to radio hardware via a radio-specific application
programmable interface.

Action

Actions are taken by the WSGA in creating a new radio configuration. This sys-
tem is instructed by the CSM when a new model is observed and change is
required in the radio operation. The WSGA creates a set of parameters that best
optimize the radio for the new settings.

The WSGA treats the radios like biological creatures, where genes represent
such radio traits as power, frequency, modulation, FEC coding, filtering, spread-
ing, and so on. Groups of genes constitute chromosomes. The WSGA applies a
multi-objective GA to a population of chromosomes and evaluates the results by
using the objective functions and weights provided by the knowledge base. The
functions determine which outputs are important, such as the BER, PER, power
consumption, interference potential, and so forth, and the weights determine the
relative importance of each function. After running the WSGA through some
number of generations (terminating after convergence has been observed or fol-
lowing a predetermined number of generations, whichever occurs first), the chro-
mosome that performs best in the largest number of objectives is chosen as the
new set of radio parameters. Throughout this process, the chromosomes will be

241



Chapter 7

analyzed continually with respect to validation routines to ensure no combination
is chosen for the final radio setting that would violate regulatory authority rules
or the network operator’s operational procedures. Detailed information about the
WSGA and experimental results have been published [22], and a summary is
provided in an example in Section 7.6.5.

Feedback

Unsupervised learning is accomplished through feedback and a series of rewards
and punishments. Alan Turing proposed this idea in his article on computational
intelligence [23], and it is a major theme in expert system and neural network
learning algorithms [24]. In the VT learning machine, feedback information con-
taining the radio’s actual observations of its operation is provided. These actual
observations of the performance parameters are then compared to simulated
parameters from the WSGA. The WSGA uses the performance parameters within
its GA to hypothesize the best new radio settings. When the simulated parameters
are compared to the actual meters, the evolver in the CSM can determine how
well the simulated performance matched the actual performance. This comparison
helps the cognitive engine to understand how well its action analysis and selection
block are working. Deviations between the actual and simulated performance
measurements are penalized. The feedback and comparison mechanism allows the
evolver to update the knowledge base to better represent the environment for
improved future performance. This process requires an analysis of the model,
action, and feedback system to know what is not modeled accurately, and then it
specifically corrects this part of the knowledge base—probably by taking a new
action from another part of the knowledge base that has performed well in these
areas. This type of adaptation has been studied and used previously in GA work
through techniques such as chromosome tagging and templates or in knowledge-
based genetic techniques [17]. The evolver is a highly directed adaptation mecha-
nism to correct for specific mistakes in judgment.

Knowledge Representation

Knowledge is represented as a database of past models and actions to take, along
with past actions taken, and any estimates of the level of success associated with
these actions. The knowledge base is a set of these models and actions that allow
the WSGA to perform better as improved knowledge is gathered or generated by
the evolver. As models are observed, actions are taken that best respond to the
model’s requirements for the radio. As these correlations are learned, the cognitive
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engine can more easily respond to situations as they arise. Likewise, past actions
are kept in short-term memory to provide the WSGA with a set of recent actions;
when a change is required, it may not have deviated too much from the immediate
past, and the recently used actions may already work to guide the WSGA. The
knowledge base is designed to provide the WSGA with as much relevant informa-
tion as possible to reduce the computational complexity of the GA. If the popula-
tion is primed with good solutions, the algorithm can terminate early and adapt
the radio faster.

Case-Based Decision Theory

The core of the decision-making process is rooted in CBDT [25], a technique that
grew out of economic decision-making research and is similar to the CBR used in
some Al implementations. CBR recognizes similarity between the current event
and past events in its memory, and actions taken by the machine for that past
event are used to determine the actions the machine will take in the new event
(these actions may not be the same). CBDT, in contrast, not only calculates a sim-
ilarity of events in memory, but also assesses the utility of the past actions. The
added knowledge of CBDT allows the decision-maker to act autonomously, more
intelligently, and with better results than a CBR system or other memory-based
approaches. CBDT is discussed in more detail in Section 7.7.2.

The key responsibility of the CSM is to maintain the knowledge base of
model-action pairs, which ties the abstract models developed by the modeling
system with the set of actions taken by the implementation system, which is the
WSGA of Figure 7.11. The actions consist of genetic parameters such as crossover
and mutation rates; previously used chromosomes that are related to both the spe-
cific channel and network model (exploiting benefits from long-term memory) and
the most recently used chromosomes (exploiting benefits from short-term mem-
ory); and a set of objective (or fitness) functions and function weights. The actions
provided by the CSM define the fitness landscape [17] and prime the GA.

Learning

Learning is the aggregation of the above processes. This learning machine mecha-
nism is similar to processes known to occur in human learning: sensing, acting,
reasoning, feedback, and accumulating knowledge and experience. It is a loop that
continuously improves the cognitive radio’s ability to perform. An even more
powerful technique arises when the knowledge and learning capabilities are
shared across the network. As any one radio gains knowledge about the models
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and actions to take, all radios benefit by the distribution of this knowledge.
Likewise, the computational processes involved in algorithms such as the WSGA
can be shared among many radios in the network, reducing the computations any
one radio must perform as well as increasing the speed of the algorithm. Another
benefit to distributing the cognitive engine is to share radio capabilities. For
instance, if one radio in the network has a sounder such as that described by
Rondeau et al. [26], then the modeling capabilities could be shared among all
other radios on the network without such equipment.

7.6.2 Representing Radio Parameters as Genes in a Chromosome

The previous sections of this chapter introduced the possible knobs of the PHY and
link layers that a cognitive radio can adapt, and argued that we can treat the radios
as biological systems with chromosomes that use genes to represent the different
knobs. Here, both of these thoughts are expanded to show the representation.

The greatest difficulty in the representation is the relatively large difference in
the range of possible values (settings) for each knob. With a frequency-agile radio
spanning frequencies from, say, 1 MHz to 6 GHz and a step size of 1 Hz, we must
represent approximately 6 X 10° discrete frequencies in the gene. In contrast, the
number of different modulation types is limited to a few dozen. Within each of
these are only a handful of modulation indices or orders. Thus, modulation offers
far fewer genetic possibilities than does operating frequency.

For the frequency representation, we could use clever programming tech-
niques to realize different length genes for different traits; however, this quickly
becomes problematic when a 37-bit gene represents the frequency (37 bits allows
1 Hz resolution from direct current (DC) to 100 GHz)—a gene of this size is very
difficult to explore in a GA because a random search through this space is unreal-
istic (27 possibilities). One practical approach is to segment these into multiple
genes, where one gene provides a certain bandwidth of spectrum in which to
search and the other provides the resolution within that bandwidth. Because both
of these are genes, the search responsibility is distributed between the genes, and a
usable band and center frequency can be found faster.

Knobs with smaller search spaces can be realized with smaller genes, and some
traits can be combined. Modulation is segmented into the type of modulation—such
as amplitude shift keying (ASK), frequency shift keying (FSK), phase shift keying
(PSK), QAM, and so forth—and the order (2-, 4-, 8-, 16-point constellations, etc.).
A 16-bit gene representation (65,536 possibilities) is far too large for either type
or order, but the gene could be split into two 8-bit pieces. A system could then
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adapt these parameters together (choosing BPSK or 16-QAM) or as two separate
genes (PSK with order 2 or QAM with order 16).

The challenge lies in scaling the GA to the full-scale factors of real-world
applications, dealing with the difference between generality and domain-specific
knowledge. Segmenting the genes into different sizes depending on traits leaves
us with the problem of deciding how to best do this. If we overshoot our domain
range, we can end up with large genes and overly complex search spaces. For
example, if we decide to have a 37-bit gene for frequency, what do we do if
we are applying the algorithm to a radio that can only realize 1-2 GHz center
frequencies? We could easily represent the frequency range with a 30-bit gene
(for just over 1 X 10° possibilities), but the remaining search space would be
detrimental to the algorithm. However, setting a static field of 30, or the easier-to-
realize 32-bit values, we could lose resolution for more complex or flexible radios.

A way around this is to use dynamic programming techniques and meta-level
intelligence. With dynamic programming, we can instruct the GA to alter its gene
size in real time for more appropriate adaptation to the current radio system.
Understanding how to adjust the gene size can come from a higher-layer intelli-
gence that understands the radio capabilities and environmental sit