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Abstract: Time variations of a doubly selective wireless channel and insufficient cyclic prefix (CP) length of an orthogonal frequency division multiplexing (OFDM) transmission system cause intercarrier interference (ICI) and interblock interference (IBI) as significant limitations. This paper investigates the problem of joint ICI and IBI mitigation in single-input multiple-output OFDM (SIMO-OFDM) systems. It is assumed, unlike most existing literature, that the channel delay spread is larger than the CP, and also the channel varies on each OFDM block. First, doubly selective channel is modelled using basis expansion model (BEM) and a closed-form expression for signal-to-interference-plus-noise ratio (SINR) is derived. Then, a time-domain equaliser is developed, which maximises the SINR for all subcarriers. Moreover, a frequency-domain equalisation approach is proposed which is based on the MSE minimisation per tone. A low-complexity implementation of the per-tone equaliser is also derived. An important feature of the proposed equalisers is that no bandwidth expansion or redundancy insertion is required except for the CP. Finally, complexity comparison and simulation results over Rayleigh fading channel are provided to illustrate the effectiveness of the proposed approaches. Since both equalisers are designed in the frequency domain, they provide significant interference cancellation.

1 Introduction

Orthogonal frequency division multiplexing (OFDM) has been an efficient underlying technology for wireless communications [1, 2]. OFDM is being commercially applied in wireless local area networks (IEEE 802.11a and HIPERLAN/2), terrestrial digital audio broadcasting (DAB-T) and terrestrial digital video broadcasting (DVB-T). It is the modulation of choice for the most recent IEEE 802.16 wireless metropolitan area networks. OFDM is also considered for the IEEE 802.20 mobile broadband wireless access standard currently under development and for the ultra wideband (UWB) standard under the multi-band OFDM alliance [3]. In OFDM, the computationally efficient fast Fourier transform (FFT) is used to transmit data in parallel over a large number of orthogonal subcarriers. For time-invariant (TI) frequency selective channels, when an adequate number of subcarriers are used in conjunction with a cyclic prefix (CP) of appropriate length, subcarrier orthogonality is maintained and a simple one-tap equaliser is employed to compensate for the channel distortions. In many wireless applications, however, time selectivity of the channel and insufficient CP length can lead to a loss of subcarrier orthogonality and therefore degrade the high performance of simple data detection mechanism in the conventional OFDM.

Time variations of a channel usually come from the mobility or residual frequency offsets between transmitter and receiver. If the OFDM block time duration is smaller than the channel coherence time, the channel can be approximated as constant in a block. This assumption reduces the equaliser to a one-tap filter. The channel variations within an OFDM block will lead to a loss of subcarrier orthogonality and result in interchannel
interference (ICI). The channel fading under this circumstance becomes doubly (time and frequency) selective. Time selectivity depends on the Doppler spread of the channel and the OFDM block length. Furthermore, the insufficient CP leads to interblock interference (IBI) which again results in ICI, as the original blocks cannot be reconstructed by means of a simple one-tap equaliser. An insufficient CP can arise for various reasons. A system might consciously shorten or omit the CP in order to improve the spectral efficiency. Another case is when a system operates in a range of delay spreads larger than what it is designed for. Finally, for many systems, the length of the CP is a tradeoff between the desire to eliminate IBI and to retain spectral efficiency. In other words, a CP should not be chosen to cope with the worst-case channel situation, as this would decrease the spectral efficiency [4]. The motivation of this paper is to jointly cope with ICI (because of the intrablock channel variations) and IBI (because of the insufficient CP) for applications, such as digital video broadcasting (DVB), where both of them are present.

The issue of interference cancellation and equalisation for OFDM systems has been addressed extensively in the literature and different approaches have been proposed including time-domain equalisation, frequency-domain equalisation, self-interference cancellation, turbo equalisation and polynomial cancellation coding. In [5, 6] authors propose an efficient time-domain equaliser (TEQ) based on tail cancellation and cyclic reconstruction. In a similar approach, channel shortening is used to make the effective impulse response shorter than the CP [7]. A time-domain windowing approach to restrict ICI support in conjunction with iterative minimum mean-square error (MMSE) estimation is presented in [8]. In [9, 10] matched-filter, least-squares (LS) and MMSE receivers incorporating all subcarriers are proposed. Frequency-domain symbol detection considering the constant number of dominant neighbouring subcarriers have been discussed in [11, 12]. Le et al. [13] introduce a method to adaptively determine the number of dominant neighbouring subcarriers within each OFDM block. Self-interference-cancellation technique is brought up in [14, 15]. In this approach, the information is modulated onto a group of subcarriers, which leads to a strong reduction in self-interference. This technique is very effective for the mitigation of ICI but reduces the spectral efficiency. In [16, 17] frequency-domain redundancy or unused subcarriers is used to eliminate the ICI. Most of these works, however, assume a sufficient CP and, hence, lack of IBI. The ICI caused by channel variations within an OFDM block is also ignored in some of these works. In other words, none of the above-mentioned attempts considers IBI in conjunction with ICI. Moreover, in this literature, the time-varying channel matrix (or an estimation of it) is required to design the equaliser, which in return, requires a large number of parameters to be identified (tracked).

In this paper, the problem of mitigating interference in single-input multiple-output (SIMO) OFDM systems over doubly selective channels is investigated. It is assumed, in contrast to most previous works, that the CP length is smaller than the maximum delay spread of the channel, and simultaneously, the channel varies on each OFDM block. Furthermore, basis expansion model (BEM) is used to approximate the time-variant (TV) channel and it is assumed that only the channel state information (CSI) in the form of BEM coefficients is available at the receiver which is more practical to obtain [18]. These coefficients are then used to design the equaliser for the true channel. In addition, a new exact formulation for signal-to-interference-plus-noise ratio (SINR) at the output of the FFT demodulator is derived. Based on this formulation, a time-domain linear equaliser is proposed, which maximises the SINR for all subcarriers. This TEQ is actually designed in the frequency domain. The channel shortening equaliser (pre-filter) proposed in [7] is also based on SINR maximisation. However, it uses a different SINR formulation which only takes into account the insufficient CP in a TI channel. So, it is different from the TEQ of this paper. Moreover, a per-tone frequency-domain equalisation approach is proposed, where each separate tone is equalised based on a linear MMSE equaliser design. A low-complexity implementation of the per-tone equaliser (PTEQ) is also derived.

Similarly, Barhumi et al. [19] uses BEM and introduces two methods for equalisation of OFDM over doubly selective channels whose delay spread is larger than the CP. However, there are main differences between its equalisation methods and what is proposed here:

- The TV finite-impulse-response (TV-FIR) TEQ designed in [19] is based on minimising MSE between the outputs of TEQ and a target impulse response. This equaliser is designed in the time domain and is basically different from the TEQ proposed in this paper.

- While Barhumi et al. [19] derives a frequency-domain PTEQ by transferring the TEQ operation to the frequency domain, the PTEQ proposed here is designed directly in the frequency domain. The only interpretation expressed in [19] for PTEQ method is that it is the result of transferring a TEQ to the frequency domain; however, this paper presents a clear interpretation for our proposed PTEQ as a two-dimensional interference cancellation scheme.

- The PTEQ of [19] has different structures for different values of BEM frequency resolution (to be defined later), whereas the PTEQ proposed here uses a single structure with less complexity for different BEM resolutions, yielding the same BER performance. The detailed comparison of these approaches is presented in next sections.

The remainder of this paper is organised as follows. In Section 2, the system model as well as a new ICI and IBI analysis for SIMO-OFDM is presented. In Section 3,
TEQ is designed. In Section 4, per-tone frequency-domain equalisation is described and an efficient implementation of the proposed PTEQ is presented. Section 5 discusses the complexity of the proposed approaches. In Section 6, the unification property of the proposed equalisers is shown. In Section 7, the bit error rate (BER) performance of the proposed algorithms is illustrated through computer simulations. Section 8 concludes the paper.

**Notation:** Column vectors are typeset in bold lowercase, whereas matrices are in bold uppercase. $\mathcal{E}[]$ represents the expectation operator. The Kronecker product is denoted by $\otimes$. The transpose, Hermitian and complex conjugate operators are represented by $(.)^T$, $(.)^H$ and $(.)^*$, respectively. The $m$th entry of vector $\mathbf{a}$ is shown as $a_m$. A diagonal matrix with $\mathbf{a}$ on the diagonal is denoted as $\text{diag}(\mathbf{a})$. The pseudo-inverse of matrix $\mathbf{B}$ is denoted by $\mathbf{B}^\dagger$. $\mathbf{F}$ stands for unitary FFT matrix of size $N_k$. $k$ is a tone index in a multicarrier array, the $k$th FFT row is $\mathbf{F}^{(k)}$; $\zeta$ is the CP length; $i$ is the OFDM block time index. The $m \times m$ identity matrix is denoted as $\mathbf{I}_m$. The $m \times p$ all-zero matrix is represented by $\mathbf{0}_{m \times p}$.

## 2 System model and interference analysis

In this section, first, the model used for transceiver and channel is described. Then, ICI and IBI at the receiver are formulated. The system under consideration is depicted in Fig. 1. A single-input multiple-output channel model with $N_r$ receive antennas (or oversampling the received signal by a factor of $N_r$) is assumed, but the extension of the results to MIMO system is straightforward.

At the transmitter, the data stream is divided into blocks of length $N$. For each block, the inverse FFT is applied to convert the data into the time domain. Then, a cyclic prefix of length $\zeta$ is added to each block. The time-domain blocks are then serially transmitted over a time and frequency-selective channel. At the receiver, the CP is removed and time- or frequency-domain equalisation as well as FFT demodulation is performed to extract the transmitted blocks. Suppose $x_k[i]$ is the QPSK symbol transmitted on the $i$th subcarrier in the $k$th OFDM block.

The transmitted time-domain sequence $u[n]$ can then be written as

$$u[n] = \frac{1}{\sqrt{N}} \sum_{i=0}^{N-1} x_k[i] e^{j2\pi nk/N}$$  \hspace{1cm} (1)

where $i = [n/(N + \zeta)]$, and $m = n - i(N + \zeta)$. Note that this description includes the transmission of a CP of length $\zeta$. Considering the baseband-equivalent description and assuming symbol rate sampling, the received sequence at the $r$th receive antenna is written as

$$y_r[n] = \sum_{\theta=-\infty}^{\infty} d^{(r)}[\theta] u[n - \theta] + \xi^{(r)}[n]$$  \hspace{1cm} (2)

where $\xi^{(r)}[n]$ is additive noise, and $d^{(r)}[\theta]$ is the equivalent baseband impulse response of the doubly selective channel, which is comprised of the physical channel as well as the transmit and receive filters. The noise is assumed to be a zero-mean white complex Gaussian process that is independent of the transmitted sequence.

In this paper, the doubly selective channel is modelled using BEM. Different kinds of BEM have been introduced in the literature [20–23]. This study uses the BEM of [21, 23], which has been shown to accurately model realistic channels. In this BEM, the channel is modelled as a TV FIR filter, where each tap is expressed as a superposition of complex exponential basis functions with frequencies on an FFT grid. Assuming the channel Doppler spread is bounded by $f_{\text{max}}$, it is possible to accurately model the doubly selective channel $d^{(r)}[\theta]$ for $n \in \{(i(N + \zeta) + \zeta + d - L' + 1, \ldots, (i+1)(N + \zeta) + d\}$ as

$$d^{(r)}[\theta] = \sum_{l=0}^{L'} \delta[\theta - l] \sum_{q=-Q/2}^{Q/2} b_q^{(r)} e^{j2\pi qn/K}$$  \hspace{1cm} (3)

where $d$ is some synchronisation (decision) delay and $L'$ is a constant greater than or equal to the channel order $L$. The coefficients $b_q^{(r)}$ are kept constant over a period of $(N + L')T$. The parameter $Q$ is the number of TV basis
functions. \( K \) determines the BEM frequency resolution, and is assumed to be larger than or equal to the number of subcarriers, which is, \( K \geq N \). In fact, the BEM is periodic with a period \( K \). Therefore as the true channel is generally not periodic, \( K \) should at least be as large as \( N \) [24]. In addition, choosing \( K = N \) leads to bordering effect that causes degradation in model accuracy [25]. In this study, it is assumed that the BEM frequency resolution \( K \) is an integer multiple of the FFT size, that is, \( K = PN \), where \( P \) is an integer greater than or equal to 1. The number of TV basis functions \( Q \) should be selected such that \( Q/(2KT) \geq f_{\text{mix}} \) [23]. Using the BEM, the received signal \( y^{(i)}[n] \) can be written as

\[
y^{(i)}[n] = \sum_{l=0}^{L} \sum_{q=-Q/2}^{Q/2} \omega^{j\pi qn/K} K_{q/l}[i] x[n-l] + \xi^{(i)}[n] \tag{4}
\]

Note that the definitions in (3) and (4) are approximations of the true channel and the received sequence, respectively. These equations are used only to simplify the derivation of the proposed equalisers, which are then used to equalise the true channel. Describing (4) in a block-based formulation, a block of \( N \) samples of the received sequence \( y^{(i)}[n] \) can be shown as [19]

\[
y^{(i)}[i] = \sum_{q=-Q/2}^{Q/2} \Omega_q[i] \left( O_1, H_q^{(i)}[i], O_2 \right) (I_x \otimes P) (I_x \otimes F^H) \]

\[
\sum_{q=-Q/2}^{Q/2} \Omega_q[i] \left( O_1, H_q^{(i)}[i], O_2 \right) (I_x \otimes P) (I_x \otimes F^H) \]

\[
\times \begin{bmatrix}
    x[i-1] \\
    x[i] \\
    x[i+1]
\end{bmatrix} + \xi^{(i)}[i] = G^{(i)}[i] \hat{x} + \xi^{(i)}[i] \tag{5}
\]

where \( i \) is the block index, \( y^{(i)}[i] = [y^{(i)}[i(N+c)+d]] + \ldots + y^{(i)}[(i+1)(N+c)+d)] \) \( \otimes P \) \( (I_x \otimes P) (I_x \otimes F^H) \). \( O_1 = \omega_{N \times N} \), \( O_2 = \omega_{L \times L} \), \( \Omega_q[i] = \omega_{K \times K} \). The \( H_q^{(i)}[i] \) is an \( N \times (N+L) \) Toeplitz matrix with first column \( h_q^{(i)}[i] \), \( 0_{1 \times (N-1)} \) \( (I_x \otimes F^H) \). \( \xi^{(i)}[i] = \xi^{(i)}[(i+1)(N+c+d)] \\). The vector \( \hat{x} \) in (6) can be rewritten as a linear combination of three successive transmitted blocks as follows

\[
y_j[i] = \mathcal{F} \left( \sum_{r=1}^{N} G^{(i)}[i] \right) E_0 x[i] + \mathcal{F} \left( \sum_{r=1}^{N} G^{(i)}[i] \right) E_{-1} x[i-1]
\]

\[
+ \mathcal{F} \left( \sum_{r=1}^{N} G^{(i)}[i] \right) E_1 x[i+1] + \mathcal{F} \left( \sum_{r=1}^{N} G^{(i)}[i] \right) x
\]

Substituting (7) into (6) yields

\[
y_j[i] = \mathcal{F} \left( \sum_{r=1}^{N} G^{(i)}[i] \right) E_0 x[i] + \mathcal{F} \left( \sum_{r=1}^{N} G^{(i)}[i] \right) E_{-1} x[i-1]
\]

\[
+ \mathcal{F} \left( \sum_{r=1}^{N} G^{(i)}[i] \right) E_1 x[i+1] + \mathcal{F} \left( \sum_{r=1}^{N} G^{(i)}[i] \right) x
\]

To focus on the received signal on \( k \)th carrier, the \( k \)th frequency component of the demodulated signal \( y_j[i] \) is expressed as

\[
y_{j,k}[i] = A(k, m)x_k[i] + \sum_{m \neq k} A(k, m)x_m[i]
\]

\[
+ \sum_{m=1}^{N} B(k, m)x_m[i-1]
\]

\[
+ \sum_{m=1}^{N} C(k, m)x_m[i+1] + \mathcal{F}(k, m)x_m[i]
\]

where \( A(k, m)x_k[i] \) is the desired term free of interference, and the second term is the ICI component. The third and fourth terms are IBI contributions from the previous and the following blocks, respectively. The last term is additive noise. The SINR at the \( k \)th frequency bin is defined as

\[
\text{SINR}^{(k)} = P_s^{(k)}/(P_{\text{ICl}}^{(k)} + P_{\text{IBL}}^{(k)} + P_{\text{IBL}}^{(k)} + P_{\text{noise}}^{(k)})
\]

where \( P_s^{(k)} \), \( P_{\text{ICl}}^{(k)} \), \( P_{\text{IBL}}^{(k)} \), \( P_{\text{IBL}}^{(k)} \), and \( P_{\text{noise}}^{(k)} \) represent the signal power, the ICI power, the IBI power resulted from the previous block, the IBI power of the following block and noise power, respectively. The different power terms are
derived as follows

\[ P_s = \mathcal{E}( |A(k, \theta)|^2 |x_m[i]|^2 ) = \alpha_r^2 |e^{i\phi \theta} A e^{\theta}|^2 \]

\[ P_{IC} = \sum_{n=1}^{N} \mathcal{E}( |A(k, m)|^2 ) = \alpha_r^2 \sum_{n=1}^{N} |e^{i\phi \theta} A e^{\theta}|^2 \]

\[ P_{IBL} = \alpha_r^2 \sum_{n=1}^{N} \left| B(k, m) \right|^2, P_{IBL} = \alpha_r^2 \sum_{n=1}^{N} |C(k, m)|^2 \]

\[ P_{noise} = \sum_{n=1}^{N} |\mathcal{F}(k, m)|^2 \mathcal{E}( |z_m[i]|^2 ) \]  

where \( e^{i\theta} \) is the \( \theta \)th unit vector of size \( N \times 1 \), and the transmitted QPSK symbol on each tone. Hence, interference analysis is employed to design a TEQ.

3 Time-domain equalisation

In this section, a TEQ is proposed for SIMO-OFDM systems in doubly selective channels. The idea is to apply a block linear equaliser or filter \( G^{k}_{N} \) on the \( r \)th receive antenna, as depicted in Fig. 2. Then, the sum of equaliser outputs is demodulated by FFT block to estimate the transmitted QPSK symbol on each tone. Hence, \( x[i] \) is estimated by \( \hat{x}[i] \) as

\[ \hat{x}[i] = \mathcal{F} \left( \sum_{m=1}^{N} G^{k}_{N} [i] y^{k}_{N} [i] \right) \]

where \( y^{k}_{N} [i] \) is the input to the \( k \)th equaliser and contains \( N + L \) samples of the received signal \( y^{k}_{N} [n] \) for \( n \in \{i(N + i) + c + d - L' + 1, \ldots, (i + 1)(N + i) + d\} \). Similar to (5), \( y^{k}_{N} [i] \) is described as

\[ y^{k}_{N} [i] = \sum_{q=0}^{Q/2} \Omega_{y}^{(q)} \left( \Omega_{1}, H_{y}^{(q)} \right) (I_{P} \otimes P)(I_{J} \otimes \mathcal{F}) \]

\[ = \hat{x} + \tilde{G}^{k}_{N} [i] \]

where \( \Omega_{y}^{(q)} = \text{diag}([e^{i2\pi q(N+c)+c+L'+d+1}/K, \ldots, e^{i2\pi q(N+c)+c+L'+d+1}/K]) \), \( O_{1} = 0_{(N+1)(N+2c+d-L'-1)}, \) \( O_{2} = 0_{(N+c)(N+c-d)} \) and \( H_{y}^{(q)} [i] \) is an \( (N + L') \times (N + L') \) Toeplitz matrix with first column \([\hat{g}^{(1)}_{N} [0], 0, \ldots, 0, 0_{1\times(N+L'-1)}^T] \) and first row \([\hat{g}^{(1)}_{N} [0], \ldots, \hat{g}^{(1)}_{N} [N], 0_{1\times(N+L'-1)}^T] \). Defining \( G^{k}_{N} [i] = \left[ G^{k}_{N}^{0} [i], \ldots, G^{k}_{N}^{N} [i], \right] \), and \( y^{k}_{N} [i] = [y^{k}_{N}^{1} [i], \ldots, y^{k}_{N}^{N} [i],] \), (12) is written as

\[ \hat{x}[i] = \mathcal{F} G^{k}_{N} [i] y^{k}_{N} [i] \]

The TEQ \( G^{k}_{N} [i] \) can be designed based on maximising the SINR. Using (13) and (14) and following the interference analysis procedure in Section 2, the signal, ICI, IBI and noise powers in the presence of TEQ are derived as

\[ P_s = \alpha_r^2 \sum_{m=1}^{N} G^{k}_{N}^{0} [i] G^{k}_{N}^{0} [i] \times \sum_{m=1}^{N} G^{k}_{N}^{0} [i] G^{k}_{N}^{0} [i] \]

\[ P_{IC} = \alpha_r^2 G^{k}_{N}^{0} [i] G^{k}_{N}^{0} [i] E_0 \left( I_{N} - e^{i\phi \theta} A e^{\theta} \right) E_0^H G^{k}_{N} [i] G^{k}_{N} [i] \]

\[ P_{IBL} = \alpha_r^2 G^{k}_{N}^{0} [i] G^{k}_{N}^{0} [i] E_0 \left( E_- E_-^H G^{k}_{N} [i] G^{k}_{N} [i] \right) \]

\[ P_{IBL} = \alpha_r^2 G^{k}_{N}^{0} [i] G^{k}_{N}^{0} [i] \left( E_0 E_-^H G^{k}_{N} [i] G^{k}_{N} [i] \right) \]

\[ P_{noise} = \frac{\sigma_r^2}{N} \text{trace} \left( G^{k}_{N} [i] G^{k}_{N} [i] \right) \]

where \( G^{k}_{N} [i] = \left[ G^{k}_{N}^{0} [i], \ldots, G^{k}_{N}^{N} [i], \right] \), \( G^{k}_{N} [i] = \left[ G^{k}_{N}^{0} [i], \ldots, G^{k}_{N}^{N} [i] \right]^T \) and \( G^{k}_{N} [i] = \left[ G^{k}_{N}^{0} [i], \ldots, G^{k}_{N}^{N} [i] \right]^T \).

Assuming \( G^{k}_{N} [i] G^{k}_{N} [i] = 1 \) for \( 1 \leq k \leq N \), which results in trace \( \{ G^{k}_{N} [i] G^{k}_{N} [i] \} = N \); and substituting (15) into (10), the SINR at the \( k \)th frequency bin in the presence of TEQ is given by

\[ \text{SINR}^{(k)} [i] = \frac{G^{k}_{N} [i] G^{k}_{N} [i] G^{k}_{N} [i] G^{k}_{N} [i]}{G^{k}_{N} [i] (R_{k} [i] + \frac{\sigma_r^2}{\sigma_r^2} I_{N}) G^{k}_{N} [i]} \]

---

**Figure 2** Proposed time-domain equaliser (Prop-TEQ)
where $R_s[i] = G[i] (E_0 (I_N - a^{(i)}_H E_0^H + E_{-1} E_{-1}^H + E_1 E_1^H)) G^H[i]$. Therefore TEQ is obtained by solving the following optimisation problem for $1 \leq k \leq N$

$$\max_{g_s[i]} g_{s}^H[i] g_s[i] g_{s}^H[i] g_s[i]$$

subject to

$$g_{s}^H[i] (R_s[i] + \frac{\sigma^2}{\sigma^2_z} I_N) g_s[i] = 1$$

and

$$g_{s}^H[i] g_s[i] = 1$$

This is a standard generalised eigenvalue problem and can be solved as follows [26]

(a) Compute $R_s[i] = G[i] (E_0 E_0^H + E_{-1} E_{-1}^H + E_1 E_1^H) \times G^H[i] + (\sigma^2_t / \sigma^2_z) I_{N+L'}$ and $R_{s}^{-1}[i]$.

(b) Compute the following for each $k, 1 \leq k \leq N$:

- $\tilde{g}_s[i] = R_{s}^{-1}[i] g_s[i]$,
- $g_{s,\text{opt}}[i] = \tilde{g}_s[i] / \|\tilde{g}_s[i]\|$

Finally, the optimum equaliser is given by

$$G_{s,\text{opt}}[i] = F^H_s G_{s,\text{opt}}[i]$$

(17)

where $G_{s,\text{opt}}[i] = [g_{s,\text{opt}}[i], \ldots, g_{N,\text{opt}}[i]]$.

Note that the proposed TEQ represented by Prop-TEQ, is optimal in the sense of maximising the total SINR at the output of the FFT demodulator. The proposed SINR formulation is exact since no simplifying assumption is used. This formulation, which is different from those found in literature, can be employed to maximise bit rate for a specified BER [27] or minimise the BER for a specified bit rate [28].

### 4 Per-tone frequency-domain equalisation

In Section 3, a TEQ was introduced to mitigate ICI and IBI in time- and frequency-selective channels. In this section a frequency-domain interference mitigation technique is proposed for SIMO-OFDM systems. This technique optimises the performance on each subcarrier separately.

For doubly selective channels, if the length of the CP is not less than the channel delay spread, IBI is completely eliminated, and only ICI occurs because of time variations of the channel. Traditional successive interference cancellation (SIC), MMSE and zero-forcing (ZF) equalisers for ICI suppression in [9, 29, 30], process $N$ subcarrier signals simultaneously using all FFT output samples. Since the number of subcarriers is usually very large, these receivers have very high complexity. It has also been shown in [31, 32] that ICI power on each subcarrier is affected by only a few adjacent subcarriers. In other words, the desired subcarrier would be interfered by only a few neighbours. Accordingly, the computational complexity of the ICI equaliser can be significantly reduced without much sacrifice in performance. Based on the above fact, the transmitted symbol on the 4th subcarrier can be estimated using a linear combination of the FFT output samples corresponding to that subcarrier and its neighbours. The linear combination for $Q$ neighbouring subcarriers and $N_r$ received signals can be written as

$$\hat{x}_q[i] = \sum_{r=0}^{Q/2} \sum_{q'=0}^{Q/2} \alpha_q^{(r,q')} i (F^{(r,q')} y_k^{(i)})$$

(18)

The $\alpha_q^{(r,q')} [i]$ coefficients can be obtained using MSE criterion. However, in the case of insufficient CP and doubly selective channel, IBI is present in addition to ICI and the above simple linear combination is no longer a good estimate of $x_q[i]$. In other words, each FFT output sample in (18) has some IBI from previous and next OFDM blocks. Hence, the ICI term in the $k$th FFT output cannot be estimated using a linear combination of adjacent subcarriers. To use (18) in the presence of both the ICI and IBI, one should obtain a method to remove IBI terms (explicitly or implicitly) from the FFT output samples. To remove IBI, $L' + 1$ samples are required for each subcarrier where $L' > L$. In this paper, it is proposed to provide these samples through performing $L' + 1$ FFT of size $N$ on $N + L'$ received samples of each received signal path. This is equivalent to performing a sliding FFT on each of the incoming path signals. An IBI-free sample for each subcarrier can be obtained as a linear combination of the $L' + 1$ outputs of the sliding FFT, corresponding to that subcarrier. The proposed IBI cancellation method can be used to extend (18) for joint ICI and IBI cancellation as follows

$$\hat{x}_q[i] = \sum_{r=0}^{N_r} \sum_{q'=0}^{Q/2} \alpha_q^{(r,q')} i (F^{(r,q')} y_k^{(i)})$$

(19)

where $F^{(r,q')} = \begin{bmatrix} 0 & \ldots & 0 & F^{(r,q')} \end{bmatrix}$

$$\hat{x}_q[i] = \begin{bmatrix} 0 & \ldots & 0 & 0 \end{bmatrix}$$

which represents a sliding FFT operation; and $y_k^{(i)} [i]$ is defined in (13).
Defining $w^{(r,\Theta T)}_y = \alpha^{(r,\Theta T)} b^{(r,\Theta T)}$, (19) is written as

$$\hat{x}_i = \sum_{i=1}^{N/2} \sum_{i'=Q/2}^{Q/2} w^{(r,\Theta T)} y^{(r,\Theta T)}[i] \mathcal{F}^{(k+q)} y^{(r,\Theta T)}[i]$$

(20)

From (20), one can see that $x_i$ is estimated through a linear combination of the sliding FFT output samples on the $k$-th subcarrier and its $Q$ neighbours. A closed-matrix form representation is used to rewrite (20) as follows

$$\hat{x}_i = \mathbf{w}^{(k)} \mathbf{y}_i$$

(21)

where $\mathbf{w}^{(k)} = [w^{(r,\Theta T)}[i], \ldots, w^{(r,\Theta T)}[i]]^T$, $\mathbf{x}^{(k)} = [x^{(k)}_{Q/2}, \ldots, x^{(k)}_{Q/2}]^T$, $\mathbf{w}^{(r,\Theta T)}[i] = [w^{(r,\Theta T)}[i], \ldots, w^{(r,\Theta T)}[i]]^T$, and $\mathbf{F}^{(k)} = [\mathcal{F}^{(k)} Q/2, \ldots, \mathcal{F}^{(k)} Q/2]^T$.

Equation (21) indicates that each subcarrier (tone) has its own equaliser $\mathbf{w}^{(i)}$ and thus, the equaliser coefficients can be optimised for each subcarrier separately. The PTEQ $\mathbf{w}^{(i)}$ for the $k$-th subcarrier is the solution of the following MMSE design criterion

$$\mathbf{w}^{(k)} = \arg \min_{\mathbf{w}^{(k)}} \mathbb{E}\left[ ||x_i - \mathbf{w}^{(k)} \mathbf{y}_i||^2 \right]$$

(22)

Solving for $\mathbf{w}^{(k)}$ in (22) yields

$$\mathbf{w}^{(k)} = \mathbf{I} \times \mathbf{F}^{(k)}$$

(23)

where $\mathbf{e}^{(k)}$ is the $(3N) \times 1$ unit vector with a 1 in the position $N + k$. In this study, frequency-domain equalisers are represented as signal flow graphs (SFGs), building blocks of which are given in Fig. 3. The proposed per-tone equaliser (Prop-PTEQ) scheme for the $k$-th subcarrier is depicted in Fig. 4. As shown in this figure, one sliding FFT is needed per receive antenna to compute (20). In the following, a low-complexity PTEQ is derived using a procedure similar to that of [33]. This procedure replaces the sliding FFT with only one full FFT and $L'$ difference terms that are common to all subcarriers. Considering the $(k + q')$-th subcarrier of the sliding FFT in (20), it can be shown that

$$\mathbf{F}^{(k+q')} \mathbf{y}^{(r,\Theta T)}[i] = \mathbf{T}^{(k+q')} \mathbf{y}^{(r,\Theta T)}[i]$$

(24)

where

$$\mathbf{T}^{(k+q')} = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & 1 \end{bmatrix}$$

with $\theta = e^{-j2\pi/N}$, and $\mathbf{y}^{(r,\Theta T)}$ is the FFT output sample on the $(k + q')$-th subcarrier, which is computed as $\mathbf{y}^{(r,\Theta T)} = \mathbf{F}^{(k+q')} [\mathbf{y}^{(r,\Theta T)}[i(N + c) + c + d + 1], \ldots, \mathbf{y}^{(r,\Theta T)}[i(N + c) + d]]^T$ and the difference terms $\mathbf{D}^{(r,\Theta T)}[i]$ are

$$\mathbf{D}^{(r,\Theta T)}[i] = \begin{bmatrix} y^{(r)}[i(N + c) + c + d] - y^{(r)}[i(N + c) + d] \\ y^{(r)}[i(N + c) + c + d - L'] - y^{(r)}[i(N + c) + d - L' + 1] \end{bmatrix}$$

Substituting (24) into (20) yields

$$\hat{x}_i = \sum_{i=1}^{N/2} \sum_{i'=Q/2}^{Q/2} \mathbf{w}^{(r,\Theta T)} \mathbf{T}^{(k+q')} \mathbf{y}^{(r,\Theta T)}[i]$$

(25)

Defining $\mathbf{w}^{(r,\Theta T)}[i] = \mathbf{w}^{(r,\Theta T)}[i] \mathbf{y}^{(r,\Theta T)}[i]$ and $\mathbf{y}^{(r,\Theta T)}[i] = [\mathbf{y}^{(r,\Theta T)}[i], \ldots, \mathbf{y}^{(r,\Theta T)}[i]]^T$, and $\mathbf{y}^{(r,\Theta T)}[i] = [\mathbf{y}^{(r,\Theta T)}[i], \ldots, \mathbf{y}^{(r,\Theta T)}[i]]^T$ to rewrite (25) as follows

$$\hat{x}_i = \sum_{i=1}^{N/2} \mathbf{y}^{(k)} \mathbf{y}^{(r,\Theta T)}[i] \mathbf{y}^{(r,\Theta T)}[i] \mathbf{y}^{(r,\Theta T)}[i] \mathbf{y}^{(r,\Theta T)}[i]$$

(26)

where $\mathbf{y}^{(r,\Theta T)}[i] = [\mathbf{y}^{(r,\Theta T)}[i], \mathbf{y}^{(r,\Theta T)}[i]]^T$, and $\mathbf{I}_L'$ is the anti-diagonal identity matrix of size $L' \times L'$. Defining $\mathbf{w}^{(k)}[i] = [\mathbf{w}^{(k)}[i], \ldots, \mathbf{w}^{(k)}[i]]^T$, (26) can finally be written as

$$\hat{x}_i = \mathbf{y}^{(k)} \mathbf{y}^{(r,\Theta T)}[i] \mathbf{y}^{(r,\Theta T)}[i] \mathbf{y}^{(r,\Theta T)}[i] \mathbf{y}^{(r,\Theta T)}[i]$$

(27)
Similar to (22), the MMSE PTEQ $\psi^{(k)}[i]$ for the $k$th subcarrier is obtained by minimising the following cost function

$$ J[i] = E\left[|x[i] - \psi^{(k)}[i]| (I_{N_r} \otimes \hat{F}^{(i)}) y[i]|^2 \right] $$

(28)

Fig. 4 Prop-PTEQ for the $k$th subcarrier

Fig. 5 depicts the derived low-complexity PTEQ scheme for the $k$th subcarrier, denoted by Prop-LC-PTEQ.

5 Complexity comparison

In this section, the complexities of our proposed approaches are compared to those of recently proposed methods in [19] referred to as Imad-TEQ, Imad-PTEQ, and Imad-LC-PTEQ. Two types of complexities can be distinguished: the design complexity and the implementation complexity. The design complexity is the complexity associated with computing the equaliser
coefficients. The implementation complexity (run-time complexity) is the complexity associated with estimating a block of $N$ QPSK symbols. The number of multiply-add (MA) operations are considered as a measure for complexity comparison.

5.1 Design complexity

The design complexity of proposed equalisers is summarised in Table 1. In this table, the design complexity of time and frequency-domain equalisers proposed in [19] is also shown. The design complexity of TEQs is mainly because of matrix inversion. If the channel is highly underspread ($LQ \ll N$) and $L'$ and $Q'$ are not much larger than $L$ and $Q$, it may be assumed that $(L + L' + 1) \times (Q + Q' + 1)$ is less than $N + L'$, and thus the design complexity of the Prop-TEQ is higher than the design complexity of the Imad-TEQ. However, the performance of the Prop-TEQ is superior to that of Imad-TEQ (see Section 7). Furthermore, the design complexity of the Prop-TEQ can be reduced using a low-rank approximation of $R_n[i]$ (this technique has been used in [9] as part of the channel estimation process). From Table 1, it is seen that the design complexities of Prop-PTEQ and Imad-PTEQ are the same, whereas the design complexity of Prop-LC-PTEQ is less than that of the Imad-LC-PTEQ. Also, the design complexity of the Prop-LC-PTEQ is less than that of the Prop-TEQ.

5.2 Implementation complexity

Table 2 shows the implementation complexity of different equalisers. Again, for underspread channels, the implementation complexity of Prop-TEQ is higher than that of Imad-TEQ. However, as seen in Table 2, both Prop-PTEQ and Prop-PTEQ-LC have lower implementation complexities compared to frequency-domain equalisers in [19]. Furthermore, the implementation complexity of Prop-LC-PTEQ is lower than that of the Prop-TEQ.

Note that the results shown in the complexity tables are not valid for linear time-invariant (LTI) channels by setting $Q = 0$, since the circulant property of the channel can be exploited to perform low complexity matrix multiplication.

6 Unifying framework

In this section it is shown that the proposed frequency-domain technique in Section 4 unifies and extends several earlier results for both frequency and doubly selective channels.

(i) Frequency selective channels ($Q = 0$, and hence $Q' = 0$)

- $c \geq L$ and $L' = 0$: the proposed FEQ reduces to the one-tap MMSE FEQ as in [2];
- $c < L$ and $L' \neq 0$: the proposed FEQ reduces to the PTEQ proposed for discrete multitone transmission (DMT)-based systems in [34].

(ii) Doubly selective channels ($Q \neq 0$)

- $c \geq L$ and $L' = 0$, and $P = 1$: the proposed FEQ boils down to the frequency-domain equalisers proposed in [31, 35], and corresponds to the FEQ proposed in [36];
- $c < L$ and $L' \neq 0$, and $P = 1$: the proposed FEQ corresponds to the FEQ proposed in [19].

Note also that the proposed TEQ maximises a generalised Rayleigh quotient and hence fits into the unified framework for TEQs [37].

7 Simulations

In the following, numerical results are presented to demonstrate the effectiveness of the proposed methods. Other algorithms simulated in this section are one-tap MMSE [2] and Imad-TEQ [19]. A SISO-OFDM system as well as a SIMO-OFDM system with two receive antennas are simulated. QPSK signalling and OFDM modulation with $N = 128$ subcarriers and a CP of length $r = 3$ is used. A doubly selective channel is simulated according to Jakes’ model with $f_{\text{max}} = 100$ Hz, and sampling time $T = 50 \mu$s. Hence, the
The channel order is considered to be $L = 6$ and its autocorrelation function is given by $\mathcal{E}(\beta_{ij}^\delta[n_1; t_1] \delta_{ij}^{(1)}[n_2; t_2]) = \alpha_q^2 f_0 (2 \pi f_{\text{max}} T (n_1-n_2)) \delta([t_1-t_2] \delta([r_1-r_2]$, where $f_0$ is the zero-order Bessel function of the first kind and $\alpha_q^2$ is the $\delta$th tap power. In the simulations the channel is assumed to be wide sense stationary, uncorrelated scattering (WSSUS) with uniform power delay profile $\alpha_q^2 = \alpha_q^2$ for $l = 0, \ldots, L$. To design the equalisers, channel is modelled by BEM. The knowledge of the BEM coefficients of the channel is assumed at the receiver, and not the knowledge of the true Jakes’ channel, which is rather difficult to obtain in practice. For the $\delta$th tap of the channel, in the $i$th OFDM block, the BEM coefficients vector $b_i[\delta] = [b_{\delta(i)}[1], \ldots, b_{\delta(i)}[L]]^T$ is obtained by $b_i[\delta] = \Psi [i] [\delta(i)]^T$, where $\Psi [i] = [\Psi [i][j(\text{Jakes})] = [\psi_j(j(\text{Jakes})) (i(N + c) + \ell - L' + d + 1), \ldots, \psi_j(j(\text{Jakes})) (i + 1) (N + c) + d]^T$ is the $\delta$th tap of the TV channel over $N + L'$ QPSK symbol periods, and $\Psi [i]$ is the $(N + L') \times (Q + 1)$ matrix with the $(q + Q/2 + 1)$th column given by $[\delta_1^{2 \pi (i(N + c) + \ell - L' + d + 1)/K}, \ldots, \delta_1^{2 \pi (i(N + c) + d)/K}]^T$. In all simulations, the synchronisation (decision) delay is chosen to be $d = 3$. Performance will be assessed in terms of the BER against signal-to-noise ratio (SNR). The SNR is defined as follows:

$$\text{SNR} \triangleq \frac{\alpha_q^2}{N} \frac{\alpha_q^2}{\alpha_q^2}$$

Fig. 6 shows the average SINR gain resulting from the Prop-TEQ in both SISO- and SIMO-OFDM systems. The SINR gain is defined as

$$\text{SINR gain}[i] \triangleq \left( \frac{\prod_{q=1}^{N} \text{SINR}(\delta_q[i])}{\prod_{q=1}^{N} \text{SINR}(\delta_q[i])} \right)^{1/N}$$

where $\text{SINR}(\delta_q[i])$ being the SINR at the $\delta$th subcarrier of the $i$th OFDM block with (or without) the Prop-TEQ. The SINR metric expresses the SINR improvement over all subcarriers. Fig. 6 depicts for various values of SNR, the average SINR gain achieved with critically sampled ($P = 1$) and oversampled ($P = 2$) BEM. For smaller values of the SNR, the SINR improvement is smaller, as Prop-TEQ attempts to suppress both ICI/IBI and additive noise. As SNR increases, the SINR improvement increases since the equaliser attempts to suppress (essentially) only IBI and ICI. It can also be seen that the oversampled BEM ($P = 2$) results in higher SINR improvement over all ranges of SNR. Moreover, as SNR increases, the difference between SINR gains for $P = 1$ and $P = 2$ increases considerably. From this figure it is evident that interference cancellation is greatly improved for $N_r = 2$ receive antennas over $N_r = 1$.

Fig. 7 compares the BER performance of different approaches for SISO-OFDM system. It is seen that the one-tap MMSE equaliser has failed to compensate for the doubly selective fading distortion. When $P = 1$, Prop-TEQ and Prop-PTEQ considerably outperform the one-tap MMSE, however, they suffer from an early error floor. This is due to mismatch between the BEM and true channel. Note that when $P = 1$, Prop-PTEQ corresponds to Imad-PTEQ, hence they have the same performance. In this figure it is also shown that the performance of the proposed equalisers is significantly improved using $P = 2$ over $P = 1$. When $P = 2$, Prop-PTEQ closely coincides with the performance of Imad-PTEQ. In this case, Prop-TEQ exhibits the same BER performance as Imad-PTEQ for $SNR < 12$ dB, however, increasing the SNR improves the performance of Prop-TEQ over both Prop-PTEQ and Imad-PTEQ. Comparing the results of Fig. 7 with the results reported in [19], it is evident that the Prop-TEQ significantly outperforms Imad-TEQ as well.

Fig. 8 illustrates the BER performance of different equalisers for SIMO-OFDM system with $N_r = 2$ receiving
antennas. Comparing Figs. 7 and 8 indicates that using \( N_r > 1 \) receiving antennas can lead to superior performances. Fig. 8 displays that similar to SISO case, one-tap MMSE cannot mitigate the interference well. For \( P = 1 \), Prop-TEQ and Prop-PTEQ show similar performances, however they suffer from an early error floor at BER \( 5 \times 10^{-3} \) (SNR = 20 dB) and \( 3.2 \times 10^{-3} \) (SNR = 20 dB), respectively. From Fig. 8, it is also observed that when \( P = 2 \), both proposed methods show significant improvement in BER performance. In this case, Prop-PTEQ closely follows the performance of Imad-PTEQ. In addition, Prop-TEQ performs as well as or better than both the Prop-PTEQ and Imad-PTEQ. As explained before, the Prop-LC-PTEQ and Imad-LC-PTEQ are derived by replacing the sliding FFT with only one full FFT and \( L' \) difference terms that are common to all subcarriers. In this approach no approximation is made and the functionality and performance of the low complexity variants of both equalisers remain unchanged. Hence, the performance comparison results for Prop-PTEQ and Imad-PTEQ (Figs. 7 and 8) are also valid for Prop-LC-PTEQ and Imad-LC-PTEQ.

Fig. 9 shows the performance of the proposed frequency-domain equaliser as a function of \( Q \) (the number of dominant neighbouring subcarriers) at fixed SNR values of 8 and 16 dB for SISO and SIMO-OFDM systems. It is seen that a significant gain can be obtained by increasing \( Q \) up to a certain threshold value after which, almost no gain is obtained. This justifies the choice of \( Q' = 8 \) in the previous simulations.

8 Conclusion

Two novel methods for equalisation of SIMO-OFDM systems over doubly selective channels considering the general case of insufficient CP and channel time variations are proposed. The time-domain equaliser, Prop-TEQ, is based on SINR maximisation and the per-tone frequency-domain equaliser, Prop-PTEQ, is based on MSE minimisation. An efficient low-complexity implementation is also developed for the per-tone approach.

The Prop-TEQ relies on a new exact SINR formulation and is actually designed in the frequency domain. This fact improves its performance considerably, compared to those of most of previously proposed TEQs [19, 37]. An interesting feature of the Prop-PTEQ is that it unifies and extends several earlier methods for both frequency selective and doubly selective channels. Also, the Prop-TEQ fits into the unified framework for TEQs [37].

Our simulations show that the proposed approaches substantially outperform the conventional one-tap MMSE equaliser [2]. It is also observed that the BEM frequency resolution has an important role in the performance of proposed equalisers and choosing the BEM frequency resolution equal to twice that of the FFT, leads to a significant performance improvement. In this case, Prop-PTEQ illustrates the same BER performance as Imad-PTEQ [19] with less complexity. In addition, it is shown that Prop-TEQ performs as well or better than both the Prop-PTEQ and Imad-PTEQ. Finally, using multiple receive antennas may lead to superior performances.
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